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can  always  be  written  in  the  form of ( l) ,  
although  generally  not in an  unique  way. 
Therefore, 2 )  can  also  be  considered  in  the 
following theorem. 

THEOREM 

Consider  the  system of differential 
equations 

d = A(x,   t )x  (3) 

where x is an  n-dimensional  vector  and A 
an n X n  matrix whose elements  are  functions 
of x and t. Then  the  system of differential 
equations (3) is  uniformly  asymptotically 
stable  in  the  large  about  the  equilibrium 
point x = 0 if 

a i i <  - - E O ,  
i = 1, 2, * * * , I t>  y x ,  yt (4) 

i = 1, 2, * * , It, y x ,  yt 

j = i + l , i f 2 , . . - , w  (5 )  

where A ( x ,  t i  = (ai j (x ,  t ) ) .  

function for the  system 
Proof: Consider as a tentative  Liapunov 

v = x'x. (6) 

Then 

P = x'A*(x, t)x (7) 
where 

A*(x, t )  = A ( x ,  1 )  + A'(x, 1) (8) 

and  the following expression is obtained  on 
expanding x'A*(x, t ) x ,  

- + 4-y (12) 

where w j  and B;j  are defined by  the following 
relation 

The negative sign is taken  in  the  bracket if 

(Ui+Qj ; )10 ,  i= 1 , 2 ,  * * ,It 

j = i + l ,  i+2,  - - , IZ (14) 

the  positive sign is taken  in  the  bracket if 

(a i j+Uj i )<O,  i= l ,  2, * * , It 
j=i+l, i s -2 ,  * * * , t z  (15) 

and 

2 - E < 0, V X ,  Vt. (16) 

Thus it has been established that 

v > o  v x  f 0, VLf 

v I - E < o  v x # O , y t  
v+ m as llxll 4 m. 

Therefore, V is a Liapunov  function1 for 
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the  system,  and  the  result is proved. 

Stability of Nonlinear 
Time-Varying  Systems 

IATRODUCTIOS 

In  this  correspondence  it will be shox-n 
that several of the  results  obtained  recently 
in stability  theory  can  be  duplicated or, in 
some cases, improved  upon by  using a 
generalization of the  quadratic  Liapunov 
function T7=+xTPx+kxTXx.  The existence 
of this  class of Liapunov  functions was first 
conjectured to be a necessary and sufficient 
condition  for the  asymptotic  stability of 
linear  time-invariant  systems  for  all  values 
of a parameter k in the  range 0 < k  < DO by 
Sarendra  and i\;euman.I'] I t   was subse- 
quently verified by  Thathachar  and  Sri- 
nath.[?l The generalization used here pro- 
duces  rather  general  statements  concerning 
the  stability of nonlinear  time-varying sys- 
tems in terms of the  frequency response of 
the  plant,  and  it  parallels  much of the  work 
of Karendra  and C h ~ [ ~ l . I ~ l  using the func- 
tional  analysis  approach.  Some of the  results 
of Zames,161 Brockett  and Forys,W and 
Sandberg['] can  also  be  shown to  be special 
cases of the  results  obtained  here. 

hlanuscript meived June 16. 1967. 

THE PROBLEX 
The  system  considered  is  described b y  

the  vector  state  equation 

X = A x  - bk(t)f(u) , u = h*x (1) 
This is equivalent  to a linear  transfer  func- 
tion G(s) = h * ( s l - A ) - ' b  with a single  non- 
linear  time-varying  feedback  gain R(t)f(u), 
where u is the  plant  output, 0 < k ( t )  < DO, 
0 <f(u)/a < oc , and f(0) = 0. The results  can 
also  be  extended to  cases where 0 < k ( t )  <Kl ,  
and 0 <~(u)/u < Rz. 

I t  is further  understood  that  the  plant 
is  completely  controllable,  completely ob- 
servable,  and  asymptotically  stable.  The 
phase  variable  canonical  form  can thus be 
used with  no loss in generality131 

I F  = [hlh? . . I&%], 

By inspection 

Itnsn-1 + . . - + h2S + hl 
S R f & . F l +  . +ups+ a1 

G(s) = . (3) 

This  transfer  function is assumed to  have 
m<n real zeros at s =  -q , ,  - 1 2 ,  . . , -qm. 

The  Liapunov  function is of the form 

\\-here the  matrix P is positive  definite 
(P>O), and  the  signals used in  the  upper 
limit  are of the  form p ;  = riTx, pa = U. Clearly, 

is positix-e dehnite as long as B;>O. 

R L  XLLTIPLIER: >IOXOTOXIC 
NONLIKEARITIES 

I t   has  been sho-rvn[31 that  if 

r;T = - hT(qil+  PI)+, Yi 

Bi 

then  the following relations  hold: 

a) riTb = 0 

b) n T ( d  - A ) - %  = -*- 
I% s f q i  

Yi G(s) 

1 

Bi 
C) riTAz = - (yiu - Biqjpi). 

Vsing  these  properties it  can  be seen that 
. 1  

2 
v = -# (PA + A*P)X - BaltTb[K(t)f(o)]2 

- mak!t)uj(u) - k ( t ) f ( u )  [ ~ b  - aoh 

... 

6; $ 'if(B)ds. 
dk 

r-0 0 
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This is obtained by  adding  and  subtracting 
orokuf(u) and 

". 
C *;ik(u - p i )  [f(u) - fbd I ;  

the first is positive  semidefinite for all non- 
linearities  considered,  and  the second is 
positive semidefinite  for any  monotonic non- 

*=l 

linearity. 
Choosing sufficiently  large so that 

f i i q i - - , . -  ,, - E ~ > O  and defining 

and 

F(P) = P ~ ( P )  / 

the  Lefschetz  form of the  Kalman-Yabubo- 
vich lemma  can  be  applied: 

Given  the  stable  matrix A ,  a symmetric 
matrix D>O, vectors b f O ,  and k ,  and 
scalars 7 2 0 ,  e > O ,  then a necessary and suf- 
ficient  condition for the  existence of a solu- 
tion as a matrix P jnecessarily>Oj  and 
vector q of the  system 

a) ATP + P A  = - qqT - E D  

b) Pb - k = 1 / ; q  

is that  E be  small  enough  and  that  the  Kal- 
man  relation 

c) T + 2Re[kT(jd - A)-'b] 2 0 

be satisfied for all w .  This J-ields 

dk 

- 2,8i f ( z ) d z  [" kF(pi) - %]. (Sj 
P i  dk 

i=l  0 Pi 

The  Kalman  relation  required is 

BokTb + Re! [molt  + 3 0 . 4 ~ 1 ~  
1 

~. I his may be expressed in the  form 
Z(s)G(s)  =positive  real  (p.r.), if  the  relations 

,Bo[kTb + lzTA(sZ - A)-'b] = fi&(s) 

and 
ri(h - v ; ) ~ ( s Z  - A)-'b 

are  used; L31 they yield 

where 0 < Ci = 1 - ~ i / 8 i q ;  = e( /P,qi  < 1. It   can 
be seen that Z(s) has  the  form of an RL 
impedance  and,  hence, is of the  form 

ZRL(S) = 
(s + X 1 ) b  + XP) . . (s + Xm+d 

4- 7d(s  + 7 2 )  . . (s + 7m) (8) 

where  it is well known that 

x1 < 71 < x2 < 72 . * . < 7m < h,l. 

I t  can  be shownP0l that  -f j*>O always  exist 
such that  

Thus in (5) and (7) set 

o r o / P o  = ciqi = Ei/Pi  = x 1  

with no loss in generality.  Hence  the  expres- 
sion for i- ( 5 )  can  be seen to  be  negative 
definite for any k ( t )  satisfying 

where 
F .  m m  = - min { W }  

2 

and XI is the  largest  value of h such that  
z (s -x j  has  all  its  singularities in the  left 
half-plane. ZamesL51 obtained a less general 
result  with Fmin replaced  by  unity; for 
monotonic  nonlinearities, 1 < Fmh < co so 
that  the specific form offiu) may allow a sig- 
nificantly larger  upper  bound  on dk ld t .  

Special Cases 
1) If a Popov  multiplier (s+&) exists 

such that ( s + ~ ~ ) G ( s )  is positive  real,  then 
for any nonlinearity  (not necessarily mono- 
tonic)  the  requirement is (101 with X I  = 60, 
where F,h for  nonmonotonic  nonlinearities 
has  the  range 0 < Fmin< x .  For the  linear 
time-v.arying case f(z) X c and Fmi, = 7 so 
that  k l k 5 2 6 u .  This special  case has  been 
obtained  by  Brockett  and ForysL51 and 
Sandberg. ['I 

2) If the  sJ-stem is linear  time  varying 
and  an  RL  multiplier is used, dk/dl<2hlk.  

RL+RC  ~IULTIPLIER: ODD ~IOSOTOSIC 
SOSLISEARITIES 

In a development  similar to  the pre- 
ceding, a multiplier  for  odd  monotonic non- 
linearities of the  form 

is found. The first two  terms  are  the RL 
portion,  and  the  last  term, \\-here vi <pi <27i, 
is an  RC impedance.  This  portion is 

If &,in =min { X 1 ,  e/&} the dk/dt  require- 
ment I101 is 

X physical  interpretation of &,,in is not  ap- 
parent at this  time.  However,  this  result  is 

still useful and  completely new with  this 
correspondence. 

For  linear  time-varying  systems,  sim- 
plifies t o  a form which  allows 

~ i ~ *  = min {X,, 7;) (13) 

t o  replace ami,, in (12).  Kote  that  the 7 
considered are only  those that  appear in the 
RC portion of Z(s). Physically, amin* is the 
minimum of the zeros of the RL portion of 
the  multiplier  and  the  poles of the RC term. 

CoscLcsroN 
The  authors feel it  should  be  evident 

that   the form of the  Liapunov  function used 
has  proved  to  be of significant value  in  pro- 
viding  simple  stability  criteria  in a number 
of problems, \\-hich have  been  solved  in 
other  ways,  as well as in the  nex case  of odd 
monotonic  nonlinearities.  For  further  de- 
tails  the  reader is referred to  Narendra  and 
Tay10r.l'~l 
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A Graphical  Method for 
Finding the  Real  Roots of 
nth-Order  Polynomials 

IXTRODLXTIOX 
The problem of determining  the  roots of 

a polynomial is fundamental  to  many fields 
of engineering,  and  much  effort  has  been ex- 
pended in this  direction.  Since  it is not possi- 
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