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Abstract—We describe the ability of a linear equalizer/combiner or decision-feedback equalizer to suppress all received adjacent-channel, intersymbol, and cochannel interference. The emphasis is on values among transmitter bandwidth, receiver bandwidth, carrier spacing, and antenna diversity which provide the best opportunities for interference suppression. Through analyses of the number of degrees of freedom and constraints in generalized zero-forcing equalizers, and partial comparisons to calculations of equalizer minimum-mean-square performance, four results are obtained. First, with one antenna and a linear equalizer, arbitrarily large receiver bandwidths allow for marginal improvements in spectral efficiency through decreased carrier spacing, because the carrier spacing cannot be reduced to a value below the symbol rate without incurring unsuppressible interference. Second, large receiver bandwidths assist multiple antennas in improving the spectral efficiency in that carrier spacing values may go below the symbol rate, even in the presence of cochannel interference. Third, the use of equalizers and linear combiners, together with large receiver bandwidths, allows large transmitter bandwidths to be used. Fourth, for cochannel interference and intersymbol interference, the number of interferers that may be suppressible by a generalized zero-forcing linear equalizer/combiner increases linearly with the product of the number of antennas and the truncated integer ratio of the total bandwidth to the symbol rate.

I. INTRODUCTION

Efficient use of the available bandwidth in communication systems requires methods such as coding of frequency-division multiplexed signals, reusing frequencies in cellular systems, and increasing data rates [1], [2]. Use of these, or other methods, to improve spectral efficiency often leads to more adjacent-channel interference (ACI), cochannel interference (CCI), and intersymbol interference (ISI). ACI is the interference due to signals with different carrier frequencies which are close enough to cause mutual overlaps in the spectra. CCI is the interference due to signals with similar carrier frequencies. ISI is the interference among the data of interest. It is necessary to find efficient techniques to simultaneously reduce the harmful effects of ACI, CCI, and ISI in digital communication systems. The use of equalizers and linear combiners (antenna diversity) is shown to be such a technique.

This paper is concerned with the situation occurring when the signal carrying the data of interest (containing ISI) and the signals of the interferers (ACI and CCI) are linearly modulated by their respective data, where all systems use the same symbol rate, and where the receivers make decisions at that symbol rate. Therefore some of the analytical subtleties that arise in other continuous-time contexts do not arise here [3]. This means that our results, similar to our earlier results on CCI [4], turn out to lead to time-invariant receiver structures. Thus the interference suppression properties of equalizers and linear combiners that are reported in this paper are essentially based on the property that all symbol rates are similar. For convenience, denote this symbol rate by 1/T.

In the situation with this type of interference, previous techniques to reduce the harmful effects of ACI, CCI, and ISI were done in a framework which did not employ all of the possibilities of interference presence, bandwidths, or antenna diversity. For example, using multiple antennas, postcursor ACI was subtracted from the received signal and the residual precursor ACI was treated as stationary noise [5]. For CCI, the interference suppression capabilities of multiple antennas were shown, without including the benefits of wide optimum combiner bandwidths relative to the symbol rate [6]. Work was reported which deals with ACI and ISI using T- to T/5-spaced equalizers [7], [8] without combined use of antenna diversity. A finite-complexity multidimensional decision-feedback equalizer (DFE) was used where estimates of the interference due to the two ACI signals were subtracted before the detector and the forward filter of the DFE suppresses the precursor ISI and ACI [9], assuming that the spectrum of the signals requires a guard band for every three signals. T/2-spaced optimum combiners were used to suppress ISI and CCI but not ACI [10]. However, the performance gains, through interference suppression, which have been obtained using antenna diversity have thus far not incorporated the beneficial effects of wide transmitter bandwidths with respect to the symbol rate [5], [6], [10].

To show the effectiveness of equalizers and linear combiners in suppressing ACI, CCI, and ISI we attempt to evaluate their performance in a framework which employs all of
the possibilities of interference presence, bandwidths, and antenna diversity. Two methods are used to evaluate the effectiveness of the equalizers/combiners. The first method is the analysis of the number of degrees of freedom and number of constraints for generalized zero-forcing linear and decision-feedback equalizers employing multiple antennas which try to suppress all ACI, CCI, and ISI. This analysis is based on the assumption that the values of the frequency responses of the channels give a system of linearly independent equations. The analysis is a generalization of the linear equalizer case of CCI and ISI with one antenna [4]. The second method is calculation of the minimum mean square error (MMSE) performance of continuous-time infinite-length linear and decision-feedback equalizers for the case of one antenna in a digital radio application.

Four results are obtained and presented in this paper. The results show some potential and limits of using fractionally spaced equalizers and linear combiners to suppress ISI, ACI, and CCI. First, with one antenna and a linear equalizer, arbitrarily large receiver bandwidths allow for marginal improvements in spectral efficiency through decreased carrier spacing, because the carrier spacing cannot be reduced to a value below the symbol rate without incurring unsuppressible interference. Second, large receiver bandwidths assist multiple antennas in improving the spectral efficiency in that carrier spacing may go below the symbol rate, even in the presence of CCI.

The use of equalizers and linear combiners, together with large receiver bandwidths, allows large transmitter bandwidths to be used. This may allow system design flexibility, e.g., constant or near-constant envelope modulation. Fourth, for CCI and ISI, the number of interferers that may be suppressible by a generalized zero-forcing linear equalizer/combiner increases linearly with the product of the number of antennas and the truncated integer ratio of the total bandwidth to the symbol rate.

For one antenna and no CCI, the interference suppression results of this analysis compare favorably with those offered by calculations of MMSE performance of linear and decision-feedback equalizers in a digital radio application. Calculations are not offered to further confirm the predictions of interference suppression in the multiple antennas case. Results are shown for nonfading channels, however, adaptive equalizers should also exhibit interference suppression capabilities for slowly varying channels. Although the carrier and symbol rates may differ, small differences would appear as slowly changing phase values which could be tracked by an adaptive equalizer.

This paper is organized as follows. Section I, the introduction, summarizes previous research and the contributions of this paper. Section II describes the model of the system. Section III contains the analysis of the number of degrees of freedom and constraints of a generalized zero-forcing linear equalizer/combiner and decision feedback equalizer in ISI, ACI, and CCI. Section IV contains a brief description of the expressions used to evaluate the minimum mean square performance of linear and decision-feedback equalizers. Section V contains the results of evaluations of regions where a generalized zero-forcing linear equalizer/combiner exists, as well as calculations of the minimum mean square performance of the equalizers for a digital radio application without fading. For the case of one receiver antenna, a comparison is included of the interference suppression capability of linear equalizers predicted by both the generalized zero-forcing analysis and the minimum mean square calculations. Finally, Section VI summarizes this paper.

II. SYSTEM MODEL

The interference model with a continuous-time infinite-length linear equalizer receiver is shown in Fig. 1(a). A second situation considered in this paper occurs when the receiver in Fig. 1(b) replaces the receiver in Fig. 1(a); this is the situation of the same interference model with a continuous-time infinite-length decision-feedback equalizer. In this model define the impulse response of the combined channel to be \( \phi_0(t) \), the convolution of both the pulse and the channel impulse responses. Define the impulse response of the \( i \)th combined interferer to be \( \phi_i(t) \), the convolution of both the pulse and the interferer’s transmission path impulse response. Since this model can represent a complex baseband system using linear modulation schemes, the interference can include both CCI and ACI. The signal component at the input to the receiver is given by

\[
s(t) = \sum_{n=-\infty}^{\infty} d_0[n] \phi_0(t - nT)
\]

where \( d_0[n] \) are the transmitted data of interest and \( T \) is the symbol period. The noise plus interference (from \( L \) interferers) at the input to the receiver is given by

\[
v(t) = n(t) + \sum_{i=1}^{L} \sum_{n=-\infty}^{\infty} d_i[n] \phi_i(t - nT)
\]

where \( n(t) \) is the complex white baseband noise and \( d_i[n] \) are the data of the \( i \)th interferer. The term cyclostationary interference is used to describe \( v(t) \) which consists of stationary noise and cyclostationary cross talk. The input to the receiver is \( g(t) = s(t) + v(t) \). The noise has a mean value of zero and a two-sided power spectral density of \( N_0 \). The data are mutually uncorrelated over the time index and the interferer number; the variance of the data is one.

III. ANALYSIS—GENERALIZED ZERO-FORCING EQUALIZERS

The discussion in this section develops results for linear equalizers/combiners and decision-feedback equalizers impaired by ISI, ACI, and CCI, which state that relatively wider bandwidths (with respect to the symbol rate) in the combined channel, combined interferers, and equalizer, may provide the flexibility to an equalizer/combiner to suppress larger numbers of interferers. This analysis also includes the effect of receiver antenna diversity. If the number of receiver antennas is \( A_r \), it means that in Fig. 1(a) and 1(b) there are \( A_r \) times the number of combined channels and combined interferers and that receiver inputs are put together using a continuous-time infinite-length optimal combiner [5], [6], [10]. In other words, the output of each receiver antenna would be fed to a continuous-time infinite-length linear equalizer with
all equalizer outputs added together, and the adder output would be fed to the input of the quantizer. Note that the description of this result emphasized the work may; this is because wide relative bandwidths do not guarantee improved interference suppression capability under all conditions. Pathological conditions exist where wide relative bandwidths do not guarantee improved interference suppression, such as when the signal of interest and interferers have identical impulse responses. However, under conditions of linear independence, described later, wide relative bandwidths allow for substantial equalizer/combiner performance improvements over the case where narrow relative bandwidths are used, and the improvements are compounded by the use of multiple antennas. This linear independence is inherently demonstrated by the results in Section V, applied to digital radio systems.

In this generalization, the number of interferers $L$ contains two components

$$L = N_a + N_c,$$

where $N_a$ is the number of ACI signals and $N_c$ is the number of CCI signals present at the receiver input. Fig. 2(a) and 2(b) introduce three parameters. The transmitter bandwidth $B_t$, equalizer/combiner (receiver) bandwidth $B_r$ and carrier spacing $C$ all of which are measured relative to the symbol rate, $1/T$. The figures also show the effect of the equalizer/combiner/receiver bandwidth. All signals are zero outside the frequency band $(-B_r/T, B_r/T)$. All the CCI signals have a carrier frequency of zero. However, although it is not shown in this paper, it would be a slight generalization to include multiple CCI signals at each carrier frequency. All the ACI carrier frequencies are separated by $C/T$ with one ACI signal per carrier frequency. Depending on $B_t$, $B_r$, and $C$, a number of ACI signals may be present after receiver filtering. Fig. 2(a) shows a case where the adjacent bands are separated from the signal carrying the data of interest. In this particular case, the problem of ACI suppression is trivial; the receiver filter frequency response is set to zero in the adjacent interferers' bands. Of more interest in this paper is the situation shown in Fig. 2(b) where substantial spectral overlap occurs.

Define the equalized combined channel as

$$h_0(t) = \sum_{m=1}^{A_r} \phi_{om}(t) \ast r_m(t)$$

where the symbol $\ast$ denotes convolution, $r_m(t)$ denotes the impulse response of the $m$th equalizer, $A_r \in \{1, 2, 3, \cdots\}$ is the number of antennas, and $\phi_{om}(t)$ denotes the impulse response between the desired signal transmitter and the $m$th antenna element. Define the equalized combined interferers to be

$$h_i(t) = \sum_{m=1}^{A_r} \phi_{im}(t) \ast r_m(t).$$

The time-domain condition for zero intersymbol interference at the sampling time can be written as

$$h_0(nT) = \begin{cases} 1, & n = 0 \\ 0, & n \neq 0 \end{cases}$$

and the time-domain condition for zero interference at the sampling time can be written as

$$h_i(nT) = 0; \quad i \in \{1, 2, 3, \cdots, L\}.$$

The concept of suppressing interference by putting $T$-spaced zero crossings in the equalized combined interference responses is similar to the idea avoiding interference by generating nulls in an antenna pattern. A linear equalizer/combiner which causes (6) and (7) to be satisfied is called a generalized zero-forcing linear equalizer [11]. The analysis in this
section is used to determine the conditions when such an equalizer/combiner is likely to exist in the ISI, ACI, and CCI model used. The fundamental premise of this section is that a generalized zero-forcing linear equalizer/combiner can exist if the number of degrees of freedom is less than or equal to the number of constraints. The combination of (6) and (7) also makes clear why all interfering signals should have the same symbol rate $1/T$.

Conditions (6) and (7) can be expressed in the frequency domain (using the normalized frequency $\zeta$ relative to $1/T$) as

$$
\sum_{m=1}^{\infty} \sum_{i=-\infty}^{\infty} \Phi_{km}(\zeta + i) R_m(\zeta + i) = \begin{cases} 
1, & k = 0 \\
0, & k = 1, 2, 3, \ldots, L 
\end{cases} \tag{8}
$$

where $\Phi_{km}(\zeta)$ is the Fourier transform of $\phi_{km}(t)$ for the $m$th antenna, and $R_m(\zeta)$ is the frequency response of the equalizer at the $m$th antenna output. This system of $L+1$ equations must be satisfied for any normalized frequency $\zeta$. There is no loss of generality in taking $\zeta$ to be in the interval $(0, 1)$. Because of finite receiver bandwidth, there are a finite number of nonzero terms in the sum over $i$. The equations in (8) can only be satisfied (and suppressing all ISI, ACI, and CCI) if for any frequency $\zeta$, the number of unknowns $\{R_m(\zeta + i)\}$ equals or exceeds the number of equations $L + 1$. In this section, we investigate the relationships between $B_t$, $B_r$, $C$, and $A_r$ which allow such a solution. The system in (8) can also be expressed in matrix form, with obvious notation as

$$
\Phi(\zeta) R(\zeta) = U \tag{9}
$$

where

$$
\Phi(\zeta) \triangleq [\Psi_1(\zeta) \Psi_2(\zeta) \Psi_3(\zeta) \cdots \Psi_{A_r}(\zeta)] \tag{10}
$$

$$
R(\zeta) \triangleq \begin{bmatrix}
R_1(\zeta) \\
R_2(\zeta) \\
\vdots \\
R_{A_r}(\zeta)
\end{bmatrix}
$$

and

$$
U \triangleq \begin{bmatrix}
1 \\
0 \\
\vdots \\
0
\end{bmatrix} \tag{11}
$$

$U$ has dimension $L + 1$.

The elements of the submatrices $\Psi_m(\zeta)$ are $\Phi_{km}(\zeta+i)$, such that the number of rows in each matrix $\Psi_m(\zeta)$ is $L + 1$, the total number of signal spectra within the receivers bandwidth $B_t$, including that of the desired signal, CCI and ACI. The number of nonzero columns in each $\Psi_m(\zeta)$ (and of nonzero rows in $R_m(\zeta)$) is the number of indexes $i$, given $\zeta$ in $(0, 1)$, for which the corresponding frequencies $\zeta + i$ a) within the receiver’s normalized frequency range $(-B_r, B_r)$, and b) values for which at least one of the $\{\Phi_{km}(\zeta + i)\}$ is nonzero.

Figs. 3–5 show ranges of $(B_t, B_r, C, A_r)$ for which feasible solutions exist. (These three figures are described in much more detail in Section V.) They are generated by varying $B_t$ and $C$ from 0 to 3, keeping $B_r$ at one of $B_t$, $2B_t$, or $3B_t$, and keeping $A_r$ at one of 1, 2, or 3. The number of ACI signals is not a parameter since exactly one ACI signal is assumed to be present, centered at every multiple of $C$ relative to the desired signal. The number of ACI signals $N_{ar}$ which interfere directly or indirectly with the signal of interest is

$$
N_{ar} = \begin{cases}
2 \text{int} \left( \frac{B_t + B_r}{C} \right), & C \neq 0, C < 2B_t \\
0, & C \neq 0, C \geq 2B_t 
\end{cases} \tag{12}
$$

where int $(\bullet)$ is the integer part of $(\bullet)$.

In the definition of $N_{ar}$, direct ACI interferers spectrally overlap the desired signal; indirect ACI interferers are signals whose spectra overlap other direct or indirect interferers, but not the desired signal itself. For example, in Fig. 2(b) there are four direct ACI interferers and six indirect ACI interferers within the receiver’s bandwidth. In this case $B_t = 1.3C$, $B_r = 3.3B_t$, and $N_{ar} = 10$.

As well, in Fig. 5, one CCI signal is added (adding one to the number of equations). For each combination of parameters over a range of $\zeta$, the nonzero terms in (8) are arrayed, and
conditions for suppression of ISI, CCI, and ACI by a system of $A_r$ antennas and $A_s$ linear zero-forcing equalizers/combiners.

While this analysis is carried out for linear zero-forcing equalizers/combiners, it is equally applicable to zero-forcing DFE’s when the linear equalizer in Fig. 1(a) is replaced by the decision-feedback equalizer in Fig. 1(b). The only difference to the appearance of the equations in (8) is that the 1 on the right-hand side is replaced by the discrete Fourier transform of the feedback tap coefficients

$$B_+(\zeta) = 1 + \sum_{k=1}^{\infty} b[k] e^{-j2\pi\zeta k/T}$$  \hspace{1cm} (13)$$

where the + subscript indicates that only positive indices are allowed. $B_+(\zeta)$ constitutes one more unknown, and the system of equations in (9) changes to

$$[\Phi(\zeta) \mid -U] \begin{bmatrix} R(\zeta) \\ B_+(\zeta) \end{bmatrix} = 0$$  \hspace{1cm} (14)$$

where $\Phi(\zeta)$ is an $(L + 1)$-dimensional vector of zeros. Equation (14) is a homogeneous set of linear equations and compared to (8) and it has one more unknown, although it is constrained to be of the form of (13). Thus, if it were to have a solution, one more interferer could be suppressed by a DFE than by a linear equalizer. It has a solution if the number of unknowns exceeds the number of equations (which is also true for a linear equalizer). If the number of unknowns, including $B_+(\zeta)$, equals the number of equations, $L + 1$, it can have a nontrivial solution only if the determinant of the $(L + 1)$ by $(L + 1)$ matrix $[\Phi(\zeta) \mid -U]$ is zero for all $\zeta$. Unfortunately because of the form of $U$, this can only be true if the matrix formed by the last $L$ rows and first $L$ columns of $[\Phi(\zeta) \mid -U]$ has a zero determinant, for any $\zeta$, which is not necessarily true. Thus, in general the DFE cannot suppress one extra interferer.

However, a DFE certainly gives extra degrees of freedom to feasible solutions for the forward filter $B(\zeta)$ and thus may in practice be expected to yield less stationary noise enhancement and fewer problems resulting from possible ill-conditioning of the matrix $[\Phi(\zeta) \mid -U]$. On the other hand, any DFE can be susceptible to error propagation effects.

IV. ANALYSIS—MINIMUM MEAN-SQUARE ERROR EQUALIZATION EXPRESSIONS

Three expressions of the minimum mean square error (MMSE) of equalizers are considered. The three expressions are three of the four cases based on two types of equalizers in two types of interference environments, infinite-length continuous-time linear and decision-feedback equalizers, in stationary noise and cyclostationary interference. The model for cyclostationary interference signal is shown in Fig. 1(a) as and stated earlier is denoted by $\nu(t)$. The stationary noise model corresponds to the case where $\nu(t)$ is replaced by a wide-sense-stationary noise random process with same power spectral density. Define the three MMSEs to be $\epsilon_{ds}$, $\epsilon_{ds'}$, and $\epsilon_{dc}$; the subscripts $l$, $d$, $s$, and $c$, respectively denote linear, decision-feedback, stationary noise, and cyclostationary interference. Define $\Phi(f)$ to be the frequency responses

the number of equations and unknowns is counted. A feasible solution is declared for a number of unknowns equal to or exceeding the number of equations.

Before the discussion, in section V, of the results shown in Figs. 3–5, we note that each of the submatrices $W_{mn}(\zeta)$ in (10) is assumed to have the same dimensions and to be linearly independent of the other submatrices. These conditions imply that each of the impulse responses to $A_r$ antennas are linearly independent and have similar bandwidths. Then the number of unknowns in (9) is a multiple of $A_r$, the number of antennas. For a fixed excess bandwidth relative to the symbol rate, if $L + 1$, users can coexist (are separable) in the same band with a single antenna and equalizer, then $A_r(L + 1)$ users can coexist using $A_r$ antennas and equalizers.

Note too, that each CCI signal with the same bandwidth but with a different spectral shape from the desired and ACI signals, adds one more equation but no more unknowns, to the set of equations in (9), thus occasionally increasing the minimum carrier spacing required for cancellation of ACI, CCI, and ISI signals with given bandwidth. The assumption of different spectral shapes for CCI and ACI signals corresponds to signals being received from different radio paths with different delays, carrier frequencies, and frequency responses.

This analysis also embodies the analysis for the case of no ACI, only ISI and CCI of [4]. In that case, it was shown that if the unnormalized transmitter and receiver bandwidths are $K/2T$, then up to $K$ users can coexist. With $A_r$ antennas, this number rises to $A_rK$. This result generalizes an earlier result in the literature which stated that with $A_r$ antennas, $A_r$ users can coexist [6]. Our result indicates that the use of equalizers and linear combiners allows the number of suppressible interferers to increase linearly by the product of the number of antennas and system bandwidth relative to the symbol rate.

Note that the foregoing analysis does not take into account the possibility of singularity in the matrix in (9). Thus, under the assumptions, it establishes necessary but not sufficient
(over unnormalized frequencies) corresponding the impulse responses \( \phi_i(t) \) where \( i \in \{0, 1, 2, \ldots, L\} \). When the frequency responses of these overall channels and cochannels are strictly bandlimited to \( K/(2T) \) where \( K \) is a positive integer, then the MMSE expressions are [4]

\[
e_{\text{ec}} = \exp\left( \frac{1}{1 + M_e^2(f)} \right)
\]

(15)

\[
e_{\text{ds}} = e^{-(\ln(1 + M_s^2(f)))}
\]

(16)

and

\[
e_{\text{dc}} = e^{-(\ln(1 + M_c^2(f)))}
\]

(17)

where

\[
(\bullet) = T \int_{-1/(2T)}^{1/(2T)} (\bullet) \, df
\]

(18)

\[
M_s^2(f) = \frac{1}{T} \Phi_0(f) W_s^{-1}(f) \Phi_0(f)
\]

(19)

\[
M_c^2(f) = \frac{1}{T} \Phi_0(f) W_c^{-1}(f) \Phi_0(f)
\]

(20)

\[
W_s(f) = N_o I_{2K-1} + \frac{1}{T} \sum_{i=1}^{L} \text{diag}[\Phi_i(f) \Phi_i^*(f)]
\]

(21)

\[
W_c(f) = N_o I_{2K-1} + \frac{1}{T} \sum_{i=1}^{L} \Phi_i(f) \Phi_i^*(f)
\]

(22)

\[
\Phi_i(f) = \begin{bmatrix}
\Phi_i \left( f - \frac{K-1}{T} \right), & \cdots, & \Phi_i \left( f - \frac{1}{T} \right), & \Phi_i(f), & \cdots, & \Phi_i \left( f + \frac{K-1}{T} \right)
\end{bmatrix}^*
\]

(23)

diag[\bullet] has the same diagonal elements as \( \bullet \) with zeros off the main diagonal, \( I_{2K-1} \) is the identity matrix of order \( 2K-1 \) and finally the symbol \(^*\) denotes the complex conjugate transpose.

V. PERFORMANCE EVALUATIONS

A. Regions of suppressible ISI, ACI, and CCI

For the cases where the receiver and transmitter bandwidths are equal (\( B_r = B_t \), \( A_r = 1 \) antenna, \( N_c = 0 \) CCI signals, the region where a generalized zero-forcing linear equalizer exists is determined using the analysis in Section III and plotted in Fig. 3; note that for clarity only the lower left boundary of the region is shown in the figure even though the region extends up to and beyond the upper right corner. Interestingly, there are operating points where increases in bandwidth pass in and out of regions where the generalized zero-forcing linear equalizer exists. The explanation is as follows. Under certain conditions, such as a change from a \((C, B_t)\) point of \((1.75, 1.0)\), which is in the feasible solution region to a point \((1.75, 1.4)\), which is not, the increase in bandwidth causes more ACI than the linear equalizer is capable of suppressing. However, with a change from \((1.75, 1.4)\) to \((1.75, 1.6)\), it is true that there is more ACI, but more unknowns enter (9) for all frequencies, enough to equal the number of equations and hence provide a feasible solution. Curves for other values of receiver bandwidth equal to \(2B_t\) and \(3B_t\) are also shown in the figure, and as with the \(1B_t\) case only the lower left boundary of the region is shown. Fig. 3 suggests that for arbitrary transmitter bandwidths increasing the receiver bandwidth allows for marginal improvements in spectral efficiency through decreased carrier spacing, but the carrier spacing cannot be reduced below the normalized value of 1, which corresponds to an absolute carrier spacing value equal to the symbol rate. Note, however, that the ability to accommodate arbitrary transmitter bandwidths without necessarily sacrificing spectral efficiency allows increased system design flexibility; e.g. constant or nearly constant-envelope modulation may be allowed.

Fig. 4 is relevant to the case where \( B_r = 3B_t \) with \( N_c = 0 \) CCI signals and the number of receiver antennas is varied. Increases in antenna diversity provide improvements in spectral efficiency below the \(1/T\) limit associated with only increased receiver bandwidth, previously shown in Fig. 3. In an implementation, the gains associated with increases in antenna diversity would have diminishing returns [5], [6], [10].

Fig. 5 is relevant to the case where \( B_r = 3B_t \) with \( N_c = 1 \) CCI signal and the number of antennas is varied. Even in the presence of one additional CCI signal, we find comparing with the \( B_r = 3B_t \) curve in Fig. 3, that the combined benefits of increased diversity and relative bandwidth suggest operating points with spectral efficiencies comparable to the case with no additional CCI signals present.

The interference suppression capability of equalizers/combiners has three interpretations. It is a structure which can a) exploit the time-domain correlation in the interference [10], b) put nulls in the impulse responses of the equalized combined cochannels [11], or c) exploit the spectral correlation of the interference [3].

B. MMSE Results

The details of the system model need to be expanded further in order to evaluate the MMSE performance of the equalizers. An important note about the model and calculations to follow is that they are based on a non-fading channel. Thus, the calculations cannot be used to predict the exact performance in specific radio applications where fading exists. However, the positive aspect to this approach is that it applies to unfaded conditions and it is not tied to any specific application.

The cyclostationary ACI interference suppression capability of continuous-time infinite-length equalizers is analyzed under conditions with no CCI, one receiver antenna, and various conditions of transmitter and receiver bandwidth, and carrier spacing. The potential for performance improvements has implications on improved spectral efficiency and the choice of system operating conditions.

The symbol rate \(1/T\), the energy per symbol at the input to the equalizer \(E_S\), and the noise power spectral density \(N_o\) are fixed. The energy per symbol at the input to the equalizer to the noise power spectral density is a constant, \(E_S/N_o\), is
arbitrarily set to
\[ 10 \log_{10} \left( \frac{E_s}{N_0} \right) = 64.2 \text{ dB}. \] (24)

The conditions of no CCI and one receiver antenna are specified as \( N_c = 0 \) CCI signals and \( A_r = 1 \) antenna. Since \( N_c = 0 \) CCI signals, \( L \) is even.

Expand the frequency response of the combined channel as
\[ \Phi_0(f) = P_{t, 0}(f)C_0(f)P_r(f) \] (25)
and the frequency responses of the combined interferers as
\[ \Phi_i(f) = P_{t, i}(f)C_i(f)P_r(f); \quad i \in \mathcal{L}_1 \] (26)
where \( \{P_{t, i}(f)\} i \in \mathcal{L}_0 \) are the transmitter pulses, \( C_0(f) \) is the frequency response of the channel, \( \{C_i(f)\} i \in \mathcal{L}_1 \) are the frequency responses of the interferers, \( P_r(f) \) is the frequency response of the receiver filter, and finally where
\[ \mathcal{L}_0 = \{0, 1, 2, \ldots, L\}, \] (27)
\[ \mathcal{L}_1 = \{1, 2, 3, \ldots, L\}. \] (28)

The following is a commonly used pulse called a square-root raised cosine
\[ P_{sr}(f; a) = \begin{cases} \sqrt{T}, & 0 \leq |f| < \frac{a}{2T} \\ \frac{1}{2T} \left(1 - \sin \left(\frac{\pi |f|}{2a}\right)\right), & \frac{1}{2T} \leq |f| < \frac{a}{2T} \\ 0, & \frac{a}{2T} \leq |f| \end{cases} \] (29)
where \( a \) is the excess bandwidth parameter. However \( P_{sr}(f; a) \) cannot have a bandwidth greater than \( 1/T \). To allow exploration of relatively wider bandwidths, the following pulse is arbitrarily defined
\[ P_{srw}(f; B_t) = \begin{cases} \sqrt{E_s} P_{sr}(f; 2B_t - 1), & \frac{1}{2T} \leq B_t \leq 1 \\ \frac{E_s}{B_t} P_{srw}\left(\frac{1}{2B_t}; 1\right), & 1 < B_t \end{cases} \] (30)
The bandwidth of \( P_{srw}(f; B_t) \) is \( B_t/T \). When \( B_t \) is in the range \( 1/2 \leq B_t \leq 1 \), \( P_{srw}(f; B_t) \) behaves like a square-root raised cosine pulse. When \( B_t \) is in the range \( 1 < B_t \), \( P_{srw}(f; B_t) \) has the same shape as a square-root raised cosine pulse with 100% excess bandwidth, but it is stretched linearly in frequency in order that the maximum bandwidth be \( B_t/T \) and the amplitude is scaled to maintain a constant transmitter power. Define
\[ P_{t, i}(f) = P_{srw}\left(f - m_A[i] C_t; B_t\right) \] (31)
where \( m_A[i] \) is any arbitrary one-to-one mapping of the number of the signal or interferer \( i \in \mathcal{L}_0 \) to its respective carrier frequency integer
\[ m_A[i] \in \left\{-\frac{L}{2}, -\frac{L-2}{2}, \ldots, -2, -1, 0, 1, 2, \ldots, \frac{L-2}{2}, \frac{L}{2}\right\} \] (32)
where \( L \) the number of ACI signals at the input to the equalizer is
\[ L = 2 \left\lfloor \frac{B_t + B_c}{C} \right\rfloor. \] (33)

The channel and ACI channels are ideal, i.e., no multipath or fading. However the wide transmitter pulses do introduce intersymbol interference. The frequency responses of the channels and ACI channels are
\[ C_i(f) = e^{-j2\pi(D_i/T)(f - m_A[i])}; \quad i \in \mathcal{L}_0 \] (34)
where the dimensionless phase shifts (delays) of the channel and ACI channel signals relative to the symbol period are \( \{D_i\} i \in \mathcal{L}_0 \); these values are arbitrarily set to zero.

The frequency response of the receiver filter is
\[ P_r(f) = \begin{cases} \frac{1}{\sqrt{T}} P_{srw}(f; 2B_t - 1), & \frac{1}{2} \leq B_t \leq 1 \\ \frac{1}{\sqrt{T}} P_{srw}\left(\frac{1}{2B_t}; 1\right), & 1 < B_t. \end{cases} \] (35)
It is based on the same pulse that is used for the transmitter, except the magnitude of the receiver frequency response is always unity at zero frequency.

Figs. 6 and 7 represent the two receiver bandwidth conditions \( B_r = B_t \) and \( B_r = 3B_t \), respectively. The case for \( B_r = 2B_t \) is not shown because it does not introduce much new information. Each figure is a plot versus transmitter bandwidth and carrier spacing and contains two parts overlaid on each other. The parts are a contour plot of \( 10 \log_{10}\left(\varepsilon_{sr}\right) \) and appropriate bandwidth curve from Fig. 3. These figures are overlaid for two reasons. The first is to allow a comparison between two major types of analyses, the existence of a generalized zero forcing linear equalizer and the MMSE of the linear equalizer. The second is to demonstrate the improvements in spectral efficiency that may be achieved by using wide receiver bandwidths. Inspection of Figs. 6 and 7 shows a very close agreement between the region where a generalized zero-forcing linear equalizer exists and where low MMSE values occur. The agreement is closer at the lower bandwidths in the figures. A change of the receiver bandwidth from \( B_r = B_t \) to \( B_r = 2B_t \) does not offer much improvement in spectral efficiency based on Fig. 3. However, a change from \( B_r = 2B_t \) to \( B_r = 3B_t \) offers a larger potential improvement in spectral efficiency. Such a move would allow lower carrier spacings than would be possible with no spectral overlap. Figs. 6 and 7 also suggest that for a linear equalizer with one receiver antenna, the carrier spacing cannot go below \( 1/T \) without tolerating residual ACI.

Figs. 8 and 9 are based on receiver bandwidths \( B_r = B_t \) and \( B_r = 3B_t \) symbol frequencies, respectively; they give the MMSE performance of a decision-feedback equalizer in cyclostationary interference, \( 10 \log_{10}\left(\varepsilon_{df}\right) \), for relatively narrow and wide receiver bandwidths. The lines of transitions from low-MMSE operating points to high-MMSE operating points moved to the left compared to the linear equalizer in Fig. 7. This move corresponds to improved performance. In Fig. 9, there are peaks in the surface, shown as concentric rings, on the conceptual line between the points (1, 1.5) and (2, 3). These peaks are operating points with very poor
performance, i.e. high MMSE values. In the figures, as the transmitter bandwidths are increased with all other parameters fixed, it means that increasing numbers of ACI signals, (0, 2, 4, 6, ...), appear at the receiver input. The peaks occur directly on the transitions into operating regions where the number of additional ACI signals increases from 4 to 6. The difficulty experienced by the equalizer in achieving low MMSE values at these points occurs because in order to suppress ACI and ISI, the equalizer must synthesize frequency responses which cause noise enhancement.

For a decision-feedback equalizer with a bandwidth $B_r = 3B_t$, the performance differences between the cyclostationary interference and stationary noise cases are plotted in Fig. 10. It shows the gains available by exploiting the cyclostationarity of the ACI. Conceptually, the surface is composed of two hills in the upper right corner, surrounded by a plain in the lower right, lower left, and upper left corners. The hills are divided by a valley which runs along a line from the point (1, 1.5) to the point (2, 3). The lowest points on the surface are below the 4.3 dB contour on the plane around the hill. The highest point is on the top of the lower right plateau above the 47.3 dB contour. In the valley the interference is of a nature where it is very difficult for a decision-feedback equalizer to exploit the interference cyclostationarity. At the points (1.5, 2.25) and (2, 3) the surface has the values 4.1 dB and 3.1 dB, respectively. These points correspond to the worst peaks described in the previous paragraph. The valley and the two hills do not end in the upper right corner of Fig. 10. This suggests that the gains
continue beyond what is shown in the upper right corner of the figure.

Regions of highest spectral efficiency lie around the smallest transmitter bandwidth, zero-percent excess bandwidth. It is shown that there are conditions where it is theoretically possible to operate at an infinite transmitter bandwidth and completely suppress all ISI, ACI, and CCI. More realistically, MMSE calculations incorporating the effects of noise show that under conditions of severe spectral overlap, linear and decision-feedback equalizers are able to provide significant interference suppression.

VI. CONCLUSION

Through the analysis of a generalized zero-forcing linear equalizer/combiner and decision-feedback equalizer, insight is offered about the ability of linear equalizers and linear combiners to suppress intersymbol, adjacent-channel, and cochannel interference. This analysis provided the following results, of which only the first result had the additional confirmation through calculations in the digital radio application.

1) With one antenna and a linear equalizer, arbitrarily large receiver bandwidths allow for marginal improvements in spectral efficiency through decreased carrier spacing, but the carrier spacing cannot go below the fundamental carrier spacing value equal to the symbol rate without likely tolerating residual interference.

2) The use of equalizers and linear combiners, together with large receiver bandwidths, allows large transmitter bandwidths to be used. This may allow system design flexibility; e.g., constant or near-constant envelope modulations.

3) Large receiver bandwidths assist multiple antennas in improving the spectral efficiency in that carrier spacing values may go below the symbol rate, even in the presence of CCI.

4) For CCI and ISI, the number of interferers that may be suppressible by a generalized zero-forcing linear equalizer/combiner increases linearly with the product of the number of antennas and the truncated integer ratio of the total bandwidth to the symbol rate.

A comparison to the first result using calculations of minimum mean square error equalizer performance is made for one receiver antenna and no cochannel interferers. These results demonstrated how equalizers are able to extract the signal of interest and to provide interference suppression even under conditions of considerable mutual overlaps of all signals. Greater interference suppression is possible using equalizers with larger receiver bandwidths. The larger receiver bandwidths enhance the differences between combined channel and combined interferers to offer the equalizers a greater opportunity for interference suppression. For the case of one antenna, agreement is confirmed within the minimum mean square error calculations and the generalized zero-forcing linear equalizer analyses to predict good system operating points. For the case of multiple antennas, this increases confidence in other predictions from the generalized zero-forcing linear equalizer analysis. Note that the linear and decision feedback equalizers discussed here are of conventional design, and would be adapted using LMS or other algorithms based on minimizing the mean square error. The equalizer's input sampling rate would of course have to be twice the receiver's bandwidth.
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