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Abstract—This paper quantifies the effect of diver-
sity and number of users on the performance of a
wireless multiuser system. The reverse link is con-
sidered for a system with N users and a single base
station. The base station receives the signal at A dif-
ferent antennas. In addition to antenna diversity, fre-
quency diversity is used by transmitting signals with
larger than Nyquist bandwidth. The receiver consists
of a multiple-input multiple-output (MIMO) MMSE
linear (LE) or decision-feedback equalizer (DFE). The
quasi-stationary, frequency selective radio channels
between all users and the base station are assumed
to be known at the receiver. We unify the concepts
of frequency and antenna diversity and show that the
total degree of diversity is equal to the product of
processing gain and receiver inputs. It is proven that
the general relationship between the equalizer output
SNR and MMSE for the MIMO LE and DFE is the
same as for the single-input single-output equalizers.
Bit error rates, outage probabilities and capacities of
systems with different degrees of diversity, user pop-
ulations and signal to noise ratios are calculated and
illustrated.

Keywords— Multiuser detection, MIMO equaliza-
tion, spread spectrum, antenna diversity, diver-
sity combining, decision-feedback equalizers, wireless
communication.

I. Introduction

THE connection of several individual stations to
a central unit is a characteristic of many mod-

ern communication systems. In the face of band-
width limited radio channels, the rise of multimedia
applications requires, in addition, highly spectrally
efficient systems and very fast data rates, which
causes the radio channel to behave frequency se-
lectively. While the latter introduces intersymbol
interference (ISI) in the received signals, multiple,

simultaneously transmitting stations cause cochan-
nel interference (CCI). The combined interference is
known to be the major limiting factor of both system
performance and capacity. Several access schemes –
among them TDMA, FDMA and CDMA – can be
employed to avoid or mitigate CCI. These schemes
are based on bandwidth expansion. More recently,
it has been shown that multiple receiver inputs (an-
tenna/spatial diversity, SDMA) have a similar abil-
ity to suppress CCI [1], [2].

This paper investigates the reverse link of a spec-
trally efficient, high data rate multiuser system that
combines the concepts of both frequency and an-
tenna diversity in order to increase the capacity
and enable the system to support several users si-
multaneously. Frequency diversity is introduced by
spreading the bandwidth of all system users to K-
times the Nyquist bandwidth. The multiple ac-
cess scheme associated with this method is spread-
spectrum multiple access (SSMA). Receiving the sig-
nals at A sufficiently spaced antennas provides an-
tenna diversity.

Several different receiver types have been devel-
oped in the past in order to separate the interfering
signals and to allow for a reliable detection of all
users. Among them are the conventional matched
filter receiver, maximum likelihood (MLSE) de-
tector [3], multistage detectors [4], successive and
parallel interference cancellers [5], [6], and equal-
izer/combiner structures [7], [8]. Considering the
amount of publications, the latter have proven to be
highly attractive as they constitute an excellent com-
promise between low complexity, low performance
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detectors (conventional matched filter receiver) and
high complexity, high performance receivers (MLSE
detector). In addition, these receivers may offer a
very high spectral efficiency, which is shown sub-
sequently. We concentrate thus on multiple-input
multiple-output (MIMO) minimum mean-square er-
ror (MMSE) linear equalizers (LE) and decision-
feedback equalizers (DFE) for the detection of asyn-
chronously received signals over frequency selective,
quasi-stationary radio channels.

It has been shown analytically for the MIMO zero-
forcing (ZF) LE that the maximal number of sup-
portable system users is proportional to the product
of the degree of frequency diversity (K) and antenna
diversity (A) [9], [10]. If the number of users exceeds
AK, no MIMO ZF LE can be found and detection
fails. This problem can be mitigated by using the
MMSE optimization criterion. In addition to pro-
viding better performance for the same amount of
complexity, a MIMO MMSE LE can always be re-
alized for an arbitrary number of system users [11].
The same is true for the MIMO MMSE DFE. It is
however obvious that capacity and performance of
the MMSE equalizers depend on the system diver-
sity in some way and are negatively affected by an in-
crease in the number of users and hence interference.
For an antenna diversity system, Clark et al. [12]
have noticed an effective diversity reduction when
additional users were added. Conversely, an increase
in the degree of diversity improves the system per-
formance. Winters et al. [2] showed theoretically
for flat fading channels with a linear antenna diver-
sity receiver that a N user, A antenna system can
null out all interferers and A−N + 1 path diversity
improvement can be achieved by each of the users.
They verified through simulations that this result
also holds in frequency selective environments. Bal-
aban and Salz [13] investigated the impact of dual
antenna diversity on the performance of a single
user system. It was found that a second diversity
branch improved the BER and outage probability
by one to two orders of magnitude. The above au-
thors have considered exclusively antenna diversity
systems with a relatively low degree of diversity and
a low number of supportable users. For combined
frequency/antenna diversity systems, simulation re-
sults [14], [15] indicate the same general effect that
an increased amount of frequency and antenna diver-
sity improves the system performance and capacity.
It seems, however, that more detailed studies have
not been published. Especially the interrelationship
among system capacity, performance and the degree
of diversity is not completely understood yet. In ad-
dition, little knowledge exists about the performance

of the MIMO MMSE equalizers in situations when a
zero-forcing LE does not exist (which we refer to as
overpopulated). Our paper tries to provide more de-
tailed insight into these complicated issues, showing
comprehensive results for the LE and DFE in over-
populated systems. Special attention is dedicated to
a comparison between LE and DFE. It is shown that
the system performance of the LE depends critically
on the user population and the degree of diversity. In
particular, despite the existence of a unique MMSE
LE, we show that the performance becomes unac-
ceptable if N exceeds AK. For the MIMO MMSE
DFE, however, we found satisfactory performance
in some cases when N > AK. This important re-
sult has been verified through semi-analytical simu-
lations.

In our description of the system model, we unify
the concepts of spread spectrum (frequency diver-
sity) and input (antenna) diversity. We show that
a system with processing gain K and A receiver in-
puts provides effectively Udiv = AK parallel diver-
sity channels. The mathematical treatment shows
that there is no conceptual difference between fre-
quency and antenna diversity. Both lead, in a simi-
lar manner, to an increase in the number of diversity
channels.

It is well known that there exists a unique relation-
ship between the signal to interference and noise ra-
tio (SINR) and the MMSE of the single-input single-
output MMSE LE and DFE [16]. We provide a proof
that the same relationship holds also for both the
MIMO MMSE LE and DFE. This enables us to ap-
ply the upper BER bound of Foschini et al. [17] and
Saltzberg [18] to the MIMO equalizers investigated.

The paper is organized as follows. In Section II,
the system model is introduced. We review the op-
timum MIMO MMSE LE and DFE in Section III.
Section IV contains the derivation of an upper BER
bound and expressions for the system capacity. Nu-
merical results are shown in Section V.

II. System Model

The complex baseband notation is used to de-
scribe the system. All signals and impulse re-
sponses are in general complex functions. For con-
venience, let us define the set of integer numbers
IN = {1, 2, . . . , N}. Accordingly, IA and IK de-
scribe the set of integer numbers between 1 and A
and 1 and K, respectively.

Consider the reverse link of an asynchronous
spread spectrum multiuser system with N users
sharing the same bandwidth, as shown in Figure 1.
The users transmit data sequences ai (i ∈ IN),
which consist of symbols drawn from a finite alpha-
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Fig. 1. System model.

bet of complex numbers (ai[n] ∈ Ai). The random
variables ai[n] are assumed to have zero mean and
variance

Ea,i = E[|ai[n]|2] (1)

where ‘E’ denotes the expectation operator. The
symbol period is T seconds for all users. Each user
is assigned a signature waveform

ϕCi(t) =
Mi−1∑
m=0

qi[m]pC(t−mTs) (2)

where qi is the spreading code of length Mi samples,
pC(t) is the chip pulse shape and Ts = T/K is the
chip or sampling period. The spreading factor (pro-
cessing gain) K is an integer number greater than
or equal to 1. Note that we do not place any restric-
tions on the value of Mi, which may be smaller or
even larger than K [19]. In addition, the samples
of qi are chosen from the set of complex numbers
(qi[m] ∈ C).

The base station receives the signals at A dif-
ferent antennas. Let us define the overall channel
waveform between user i and the l-th base antenna
(i ∈ IN , l ∈ IA):

ψCil(t) =
∫ ∞

−∞
ϕCi(τ )fCil(t − τ ) dτ (3)

where fCil denotes the channel impulse response be-
tween user i and the l-th base antenna. The signal
received at antenna l is

rCl(t) =
N∑

i=1

∞∑
n=−∞

ai[n]ψCil(t − nT ) + νCGl(t) (4)

where the νCGl (l ∈ IA) are mutually independent,
complex additive white Gaussian noise (AWGN) sig-
nals with zero mean and a two-sided power spectral
density N0. The received signals are passed through
a lowpass filter bC , which removes high frequency
interference and noise. Define the combined channel
as

xCil(t) =
∫ ∞

−∞
ψCil(τ )bC(t− τ ) dτ. (5)

The filtered signal before sampling is then given by

yCl(t) =
N∑

i=1

∞∑
n=−∞

ai[n]xCil(t− nT ) + νCl(t) (6)

where

νCl(t) =
∫ ∞

−∞
νCGl(τ )bC(t − τ ) dτ (7)

is the colored thermal noise after lowpass filtering.
Each signal yCl is sampled at a rate 1/Ts, fed into
an equalizer with A inputs and N outputs, and a
decision is made by a nonlinear device. The final
output signals âk (k ∈ IN) are quantized esti-
mates of the input sequences ai. Both the input and
output signals belong to the same finite alphabet
(âk[n] ∈ Ak).

For mathematical tractability, we introduce a
discrete-time model that is completely equivalent to
the system described above. This is done by defining
the K-times upsampled input sequence si[n] as

si[Kn+m] =
{

ai[n] for m = 0
0 for m = 1, 2, . . . , K − 1 .

(8)

In addition, the equivalent discrete-time combined
channel is

xil[n] = TsxCil(nTs). (9)

At the l-th branch of the receiver, the sampled signal
yl[n] = yCl(nTs) may be expressed in the form

yl[n] =
N∑

i=1

si[n]  xil[n] + νl[n] (10)

where ‘ ’ is the convolution operator and νl is the
sampled noise signal νl[n] = νCl(nTs).

Let us now assume that each signal yl[n] is fol-
lowed by a (1 : K) serial to parallel demultiplexer.
The demultiplexer outputs are

ym
l [n] = yl[Kn+m− 1] (11)

where m denotes the number of the demultiplexer
output (m ∈ IK). Note that the time duration
between consecutive samples of yl is Ts while the
sample period of the sequences ym

l is equal to the
symbol period T = KTs if the system is operating
in real time. Substituting Equation (10) into (11),
we obtain with Eqn. (8) after a few steps

ym
l [n] =

N∑
i=1

ai[n]  xm
il [n] + νm

l [n]. (12)



where xm
il and νm

l are given by

xm
il [n] = xil[Kn+m− 1] (13)

νm
l [n] = νl[Kn+m− 1]. (14)

Let us now describe the system in vector form.
The input signal vector is defined as

a = [a1, a2, . . . , aN ]. (15)

The equalizer input and noise signal of receive an-
tenna l are given by

yl = [y1
l , y

2
l , . . . , y

K
l ] (16)

νl = [ν1
l , ν

2
l , . . . , ν

K
l ]. (17)

The combined channel matrix for the l-th receiver
input shall be given by

X l =




x1
1l x2

1l . . . xK
1l

x1
2l x2

2l . . . xK
2l

...
...

. . .
...

x1
Nl x2

Nl . . . xK
Nl


 . (18)

The system analysis is performed using the D-
transform which is defined by

V (D) =
∞∑

n=−∞
V [n]Dn (19)

where V may be an arbitrary dimensional matrix or
vector.

In the D-domain, the signal at the l-th re-
ceiver branch can then be expressed as yl(D) =
a(D)X l(D) + νl(D). Let us now define the over-
all received signal, noise signal and channel matrix
as

y = [y1, y2, . . . , yA] (20)
ν = [ν1, ν2, . . . , νA] (21)

X = [X1,X2, . . . ,XA]. (22)

Thus, the overall received signal can be expressed as

y(D) = a(D)X(D) + ν(D). (23)

A. Diversity

CCI/ISI cancellation and equalization relies on a
sufficient degree of diversity in the transmitted sig-
nals. This diversity is introduced into the investi-
gated system by a combination of antenna diversity
and frequency diversity. Antenna diversity is real-
ized by receiving the signals at A > 1 antennas at
the base station. Frequency diversity is obtained
by spreading the transmitted signals by a factor
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Fig. 2. System model including (a) a linear equalizer (LE),
and (b) a decision-feedback equalizer (DFE).

of K > 1. If the symbol period of the transmit-
ted signals is T , the minimum required double-sided
bandwidth (Nyquist criterion) is BT = 1/T . After
spreading, the signal bandwidth is K/T . The to-
tal degree of diversity is defined as the product of
antenna and frequency diversity:

Udiv = AK. (24)

As long as no more than Udiv users are present, the
system is referred to as well populated. If the number
of users N exceeds the total degree of diversity, we
will call the system overpopulated.

The basis of the Definition (24) is the fact that
the system may be viewed as one with AK indepen-
dent channel outputs and receiver inputs. Hence,
there are exactly Udiv diversity channels in the sys-
tem. This can be verified mathematically through
Equation (23): the overall received signal vector y
has AK components. Each component can be in-
terpreted as a separate, independent input signal to
the equalizer.

III. Optimal MMSE Equalizers and MMSE

Performance

The optimal linear and DFE receiver structures
for the MMSE criterion are discussed in this sec-
tion. The vector system models including a linear
and decision-feedback equalizer are shown in Fig-
ures 2 (a) and (b), respectively. A linear transfor-
mation C(D) is applied to the overall received signal
y(D) (Eqn. (23)). This constitutes the feedforward
filter of both LE and DFE. It has been shown, [20],
[21], [22], that the optimal MMSE forward filter is



given by

C(D) = S−1
ν (D)XH(D−∗)L(D) (25)

where Sν(D) is the power spectrum of the noise ν
and ‘H ’ denotes the conjugate transpose of a matrix.
The superscript ‘−∗’ shall be interpreted in the sense
D−∗ = (D−1)∗, where ‘∗’ and ‘−1’ denote complex
conjugation and inversion, respectively. This shows
that the optimum forward filter consists of a noise-
whitening matched filter S−1

ν (D) followed by a chan-
nel matched filter XH(D−∗) and a linear transfor-
mation L(D). For the LE, L(D) is given by [8]

Lle(D) = [Sx(D) + S−1
a (D)]−1 (26)

Sx(D) = X(D)S−1
ν (D)XH(D−∗) (27)

where Sa(D) is the power spectrum of the input
signal a.

The optimum forward and feedback filters for the
DFE have been derived by Duel-Hallen [8] and Van-
dendorpe et al. [22]. Let us define the spectrum

Q(D) = Sx(D) + S−1
a (D). (28)

This spectrum may be factored into [23]

Q(D) = Ψ(D)G−1ΨH(D−∗) (29)

where Ψ(D) is a causal and stable matrix with
Ψ(D) = Ψ[0] + Ψ[1]D + Ψ[2]D2 + . . . . The DC-
component Ψ[0] is constrained to be an upper trian-
gular matrix with ones on the main diagonal. G−1 is
a diagonal matrix independent on D. The optimum
forward and feedback filters may then be expressed
as

Ldfe(D) = Ψ−H(D−∗)G (30)
P dfe(D) = Ψ(D) − IN (31)

where Ψ−H(D−∗) = [ΨH(D−∗)]−1.
Let the normalized minimum mean-square error

(NMMSE) at the input of the k-th quantizer be

σ2
k = E[|ek[n]|2]/Ea,k (32)

where ek is the k-th component of the error signal
e = ã − a, and ã is the input signal to the decision
elements. Re[m] = E[eH [n − m]e[n]] is the cross
covariance matrix of the error. The MMSE for user
k is then given by the k-th diagonal element of Re[0]
and the NMMSE is

σ2
k = [Re[0]]kk/Ea,k. (33)

Re[0] may be calculated by

Re[0] =
∫ 1

0

Se(e−j2πf̌ ) df̌. (34)

where Se(D) is the power spectrum of the error sig-
nal e(D).

Given the expressions for the channel and the op-
timum equalizer filters, it is easy to show that the
error spectrum of the MIMO MMSE LE is equal to
the transfer function of the forward filter

Se,le(D) = Lle(D) = [Sx(D) + S−1
a (D)]−1. (35)

On the other hand, assuming that all fed-back deci-
sions are correct, the error spectrum of the MIMO
MMSE DFE is

Se,dfe(D) = G. (36)

IV. Upper BER Bound and Capacity

In order to obtain an estimate of the system per-
formance in terms of the bit-error rate (BER), we
resort to an upper bound. For simplicity, we re-
strict ourselves to quadrature amplitude modulated
(QAM) systems with square signal constellations
(i.e. 4-, 16-, 64-QAM, . . . ). The inphase as well as
the quadrature signal of user k are then pulse am-
plitude modulated with an even number Lk of signal
levels each.

Without loss of generality, we may use as PAM
signal levels the set of odd integer numbers

±1,±3, . . . ,±(Lk − 1). (37)

Provided that the data signals are uncorrelated and
equiprobable, the variance of the two real amplitude
modulated signals is Eq,k = (L2

k−1)/3. If the quadra-
ture and inphase components are treated as one com-
plex signal ak[n], the number of symbols in the QAM
scheme (alphabet size) will be L2

k and the variance
of the complex input data will be

Ea,k =
2
3
(L2

k − 1). (38)

An upper bound for the BER of a single-input sin-
gle output system was derived by Foschini et al. [17];
it can easily be shown that the exponent in Equa-
tion (13) of this paper [17] is identical to the signal
to interference and noise ratio (SINR) divided by the
variance of the input data. Using a Gray code for
the the L2

k-QAM signal constellation, the BER for
the k-th user is upper bounded by

Pb,k < 2
Lk − 1
Lk

e−Φk/Ea,k (39)

where Φk is the SINR per symbol for user k at the
input to the nonlinear decision device. It is straight-
forward to show that the above expression is also
valid in the presence of co-channel interference.



In order to express the upper BER bound (39)
directly in terms of the MMSE, the following rela-
tionship may be used:

Φk =
1 − σ2

k

σ2
k

. (40)

This relationship is well known for the single-input
single-output case [16]. In addition, it also holds for
both MIMO LE and DFE when CCI is present. A
proof is given in Appendix I.

Let us now derive the asymptotic capacity in bits
per degree of diversity for the overall system. We
start with the Saltzberg bound in Equation (39)
and simplify this expression by further loosening the
bound to

Pb,k < 2 e−Φk/Ea,k , (41)

where the factor (Lk−1)/Lk has been replaced by 1.
Let bk be the number of bits per symbol transmitted
by user k. Using Equation (38) and L2

k = 2bk , we
may solve for bk:

bk > log2


 Φk

2
3 ln

(
2

Pb,k

) + 1


 . (42)

Let us now define the asymptotic capacity as the
sum over the number of bits conveyable by all sys-
tem users for a desired BER Pb = Pb,k ∀k ∈ IN .
Normalized by the degree of diversity, AK, a lower
bound for the asymptotic capacity is given by

Cas =
1

AK

N∑
k=1

log2


 Φk

2
3 ln

(
2

Pb

) + 1


. (43)

It is clear that the terms in the summation of Equa-
tion (43) are in general real but not integer numbers.
In practice, however, the number of transmitted bits
can only be an integer number. Moreover, the square
QAM schemes considered above allow only an even
number of bits to be coded into a symbol. Based
on this practical constraint, we define the minimum
practically achievable capacity per degree of diver-
sity as

C =
1

AK

N∑
k=1

2

1
2
log2


 Φk

2
3 ln

(
2
Pb

) + 1



 (44)

where x� is the largest integer smaller or equal to
x. Equations (39), (43) and (44) are valid without
restrictions for the linear MIMO MMSE equalizer.
However, this is not the case for the MIMO MMSE

DFE since the effect of fed-back incorrect decisions
has been neglected. In fact, under certain circum-
stances, error propagation has a major influence on
the system capacity while in other cases it may well
be justified to neglect it.

A. Matched Filter Bound

In order to evaluate the results of the MMSE
equalizers, their performance is compared to the
matched filter bound. The matched filter bound con-
stitutes the ultimate performance and achieves the
maximal receiver output SNR when no interference
is present. It can be shown that the largest SNR is
achieved with maximal ratio combining. The out-
put SNR per received symbol of the maximal ratio
combiner is given by

Γk =
Ea,k

N0

A∑
l=1

∫ ∞

−∞
|ψCkl(t)|2 dt. (45)

Note that this expression is equal to the received
SNR/symbol of user k (SNRk). The BER results in
the following section are plotted against this quan-
tity. Since interference is assumed to be absent, the
noise in the output of the maximal ratio combiner is
Gaussian distributed and the matched filter bound
for the BER may readily be expressed in terms of
the average output SNR Γk:

P
(0)
b,k = 2

Lk − 1
Lk

Q

(√
2

Γk

Ea,k

)
. (46)

V. Numerical Results

The results presented in this section were ob-
tained under the following ideal assumptions: In-
finite length forward and (for the DFE) feedback fil-
ters, the channel impulse responses are known with-
out error, the equalizer signals and tap weights are
of infinite precision, and all decisions fed back into
the DFE feedback filter are correct, i.e. the results
do not include error propagation.

We considered two systems with different total de-
grees of diversity:
• 2 × 2 system (low diversity):
A = 2, K = 2, Udiv = 4.

• 4 × 4 system (high diversity):
A = 4, K = 4, Udiv = 16.

The low diversity system is investigated exclusively
for a symbol period of T = 50 ns and equal energy
users, i.e. it is assumed that the received energy from
all users is the same (SNR = SNRk, ∀k ∈ IN). This
corresponds to a system with perfect power control.
For the high diversity system, symbol periods of
T = 50 ns and T = 200 ns have been chosen. In



addition to the case of equal energy users, a second
scenario with different energy users is also consid-
ered. This involves a maximum difference in the
received energy (near-far ratio) of 10 dB between
the strongest and the weakest user. The energies of
the users are randomly chosen within the 10 dB in-
terval, the distribution of the random energies being
uniform in that interval.

Identical fifth-order butterworth lowpass filters
with a cut-off frequency fc = K/(2T ) have been
chosen for the analog transmit and receive filters
pC(t) and bC(t). The spreading filters of all users
have been set to qi[n] = δK [n]1. In other words, the
filters qi (∀i ∈ IN) have been omitted completely.
This was justified because the individual channels
were strongly frequency selective and mutually un-
correlated. The use of orthogonal or other spreading
filters was found to yield no improvement over the
presented results.

The results have been obtained with a semi-
analytical approach. Based on a statistical model
for the input data, the NMMSE, equalizer output
SINR and BER have been calculated analytically
using the aforementioned expressions and bounds.
These results have then been averaged over different
radio channels drawn from an ensemble of real in-
door channel impulse responses (CIR’s). The CIR’s
have been measured in an indoor office environment
at TRLabs [24]. The measurement system included
four stationary transmit antennas and a mobile with
four receive antennas. The distance between two ad-
jacent receive antennas was one wavelength of the
carrier frequency fcar = 1.8 GHz. The stationary
antennas were placed in different corners of the office
environment. Different impulse responses were ob-
tained by changing the location of the mobile. Each
measurement at a certain mobile location yielded
four sets of four CIR’s between the adjacent mo-
bile antennas and one of the stationary antennas.
The four CIR’s belonging to one set had the same
large scale propagation characteristics because the
distances between a certain stationary antenna and
each of the four mobile antennas were practically
the same. A total of 2044 sets or 8176 CIR’s had
been obtained. The bandwidth of the measured
CIR’s was approximately 120 MHz. It was found
that the CIR’s had an RMS delay spread distribu-
tion with a mean of 40.4 ns and a standard deviation
of 9.2 ns [24]. These values indicate that the chan-
nels are frequency selective for the chosen symbol
periods of T = 50 ns and T = 200 ns. A consid-
erable amount of ISI and CCI over several symbols

1δK[n] =

�
1; n = 0
0; n �= 0.
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Fig. 3. Upper BER bound versus average received SNR for
2×2, T = 50 ns systems with a different number of equal
energy users.

can thus be expected.
The reverse link of the system has been simu-

lated by randomly selecting M out of 2044 CIR sets
and assigning each to one of M users2 . These users
have been divided into several groups of N portables
for which the theoretical NMMSE’s, BER bounds,
outage probabilities and capacities have been calcu-
lated. This procedure has been repeated 100 times
for each value of N with different CIR sets.

Let us start with an investigation of upper BER
bounds, averaged over all users and trials, for the
MIMO MMSE LE and DFE. Figure 3 displays the
BER versus the received SNR for the 2 × 2 system.
There are 8 curves for both equalizers, each one for
a different system population (N = 1, 2, . . . , 8). It
can be seen that the DFE performs in all cases con-
siderably better than the linear equalizer. The LE
displays the characteristic waterfall-like shape of the
BER for N = 1, 2, 3 users. For 4 users the BER
also seems to decrease, however, a much higher input
SNR is required for low BER values. For more than
4 users, the curves of the LE show an irreducible
BER floor. This is explained by the fact that the
total degree of diversity in this system is Udiv = 4,
allowing up to 4 users with reliable performance if a
LE is employed. Figure 4 shows the corresponding
results for the 4× 4 system. Remarkable is the per-
formance of the DFE with 20 users, i.e. 4 more users
than the total degree of diversity. Average BER’s
of less than 10−6 can be achieved for received SNR’s
per bit greater than 27 dB. This means that the DFE
performs well even in overpopulated systems. Error
propagation effects have most probably no qualita-

2Depending on the investigated scenario, M took on the
values 8, 20 and 30.
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Fig. 4. Upper BER bound versus average received SNR for
4×4, T = 50 ns systems with a different number of equal
energy users.
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Fig. 5. Upper BER bound versus average received SNR for
4 × 4, T = 200 ns systems with a different number of
equal energy users.

tive influence on this result since the variation of all
calculated BER’s, including the ones from the worst
users, is relatively small around the average values
shown in the figures. Hence, the performance of all
system users is good, which makes the occurrence
of errors relatively rare. Under this circumstance,
it has been shown that error propagation does not
lead to pathological situations but only to an overall
performance loss of approximately 2 dB [16].

Results for an identical 4 × 4 system except a
longer symbol period of T = 200 ns are given in
Figure 5. The lower amount of “implicit” diversity
[12], [25] leads to a worse performance of the LE
compared to the T = 50 ns case for all user popu-
lations shown while the results of the DFE seem to
be degraded only in overpopulated scenarios.
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The next two Figures 6 and 7 show the average
BER versus the number of users with the received
SNR/bit as parameter. It can be observed that the
DFE is able to support consistently a larger number
of users for the same error probability than the LE.
These figures also confirm that a larger received SNR
does not have much effect on the performance of
the LE when the system is overpopulated. On the
other hand, the DFE has the potential to achieve a
distinctly better performance gain by increasing the
SNR in situations with many users.

The next results measure the system performance
in terms of the outage probability. We assume an
outage condition if the Saltzberg upper bound BER
of an individual user is larger than 10−4. The outage
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Fig. 8. Estimated outage probability versus average received
SNR for 4×4, T = 50 ns systems with a different number
of equal energy users.

probability is then

Pout = Prob{Pb,k > 10−4}, (47)

where Pb,k is the upper bound of the BER. For the
transfer of data, a raw BER of 10−4 before coding
is generally considered appropriate. An estimate of
the outage probability is calculated with

P̂out = Nout/Ntot (48)

where Nout is the number of users whose upper
bound BER exceeded 10−4 and Ntot = 2000 is the
total number of users for which the BER bound was
computed.

The estimated outage probability versus the re-
ceived SNR/bit for the 4× 4 system with T = 50 ns
is shown in Figure 8. As can be seen, the LE may
achieve outage probabilities of less than 1% for 10,
12 and 14 users. For N = 16, a considerably higher
SNR is necessary in order to obtain low outage val-
ues. When the number of users is larger than the
total degree of diversity, the outage probability does
not decrease below 100% over the whole SNR range
displayed. The DFE may achieve low outage prob-
abilities for N < 16. Even if the number of users
becomes larger than 16, small outage probabilities
can be obtained in low noise environments. This
example provides further evidence for the superior-
ity of the DFE especially in highly populated and
overpopulated systems.

The next two figures plot the outage probability
over the number of system users. In the equal en-
ergy user case (Figure 9), between 4 and 5 more
users can be supported for the same outage proba-
bility if a DFE receiver is employed instead of a LE.
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Fig. 9. Estimated outage probability versus number of users
for 4×4, T = 50 ns systems with different average received
SNR’s and equal energy users.

This result was found to be independent of the re-
ceived SNR/bit. It also seems as if the DFE may
allow a significant portion of the users (about 40%
for 25 dB SNR/bit) to communicate reliably even if
the number of users is almost twice the total degree
of diversity. In this case, however, the effect of incor-
rect decisions must be taken into account. The users
which are in an outage condition may cause a con-
siderable amount of errors. This affects, in turn, also
the better users through the decision-feedback loop.
Since the number of users which perform poorly is
large and since their error probability might be high,
the negligence of error propagation leads in Figures 9
and 10 to overly optimistic results for N � Udiv.
Figure 10 considers the case of users received with
different SNR’s (near-far effect). The near-far ratio
was set to 10 dB. Compared to the equal energy case,
the performance suffers between dramatically for low
SNR’s of 15 dB to mildly at higher SNR’s. The ad-
vantage of a DFE over a LE seems to be hardly
affected. Overall, the near-far effect did not cause
problems for the equalizers.

The final investigation considers the system ca-
pacity. The average asymptotic capacity (43) of the
4×4, 50 ns system with equal energy users is shown
in Figure 11 for a desired minimum BER probability
of Pb = 10−4. A clear difference in the behavior of
LE and DFE can be noticed. The asymptotic capac-
ity of the LE has a distinct maximum for 12 users
and decreases for increasing N . In largely overpopu-
lated systems, the asymptotic capacity is not depen-
dent on the received SNR. On the other hand, the
asymptotic capacity of the DFE increases almost lin-
early for small N . After the maximum is reached for
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ceived SNR’s a near-far ratio of 10 dB.
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Fig. 11. Asymptotic capacity versus number of users for 4×4,
T = 50 ns systems with different average received SNR’s
and equal energy users.

approximately 19 users, the capacity decreases only
marginally. The asymptotic capacity of the DFE
for large N still depends on the received SNR. Al-
most identical results for the asymptotic capacity
were found for users received with unequal energies.

A more realistic performance measure is the prac-
tically achievable capacity (44). Figure 12 shows a
lower bound of this quantity for the same system as
above. The differences are obvious. For small val-
ues of N , the capacity curves increase linearly with
three different slopes, each corresponding to a mod-
ulation scheme of 4-QAM, 16-QAM and 36-QAM,
respectively. Some curves have local maxima. In-
dependent of the received SNR, the capacity of the
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Fig. 12. Practical capacity versus number of users for 4× 4,
T = 50 ns systems with different average received SNR’s
and equal energy users.

LE is zero in overpopulated scenarios. The curves of
the DFE have to be treated with caution for large N
because error propagation is neglected. In all cases,
the DFE achieves its capacity maximum at larger N
than the LE.

Interestingly, in contrast to the asymptotic capac-
ity, the practically achievable capacity results are
quite different for the equal and unequal energy user
cases. An example with a near-far ratio of 10 dB is
displayed in Figure 13. The curves resemble more
those of the asymptotic capacity and have only one
maximum. For the DFE, the capacity values at
the maxima are approximately the same for both
equal and unequal energy scenarios. The practically
achievable capacity of the LE decreases slightly for
increasing near-far ratios. Overall, both DFE and
LE suffer only small capacity losses due to the near-
far effect.

VI. Conclusion

The performance of equalizers for multiuser sys-
tems was investigated in terms of the BER, out-
age probability and capacity. We found that the
decision-feedback equalizer (DFE) may achieve suf-
ficiently good results in systems where the number
of users exceeds the total degree of diversity, while a
linear equalizer (LE) always performed unsatisfacto-
rily under these circumstances. In situations when
the number of users was distinctly smaller than the
total degree of diversity, the DFE did not perform
significantly better. With growing user populations,
the performance advantage of the DFE was increas-
ing. Therefore, the LE may be a good choice for
systems with low user populations since it is less
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Fig. 13. Practical capacity versus number of users for 4× 4,
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complex than the DFE. For densely populated and
especially overpopulated systems, only a DFE may
offer reliable communication quality. Both equalizer
types proved to be robust in near-far scenarios.
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Appendix

I. Relationship between SINR and

normalized MMSE

Denote the output signal of the equalizer forward
filter by u. We obtain according to Section III

u(D) = a(D)H(D) + ζ(D) (49)

where

H(D) = Sx(D)L(D) (50)

ζ(D) = ν(D)S−1
ν (D)XH(D−∗)L(D) (51)

are the total transfer function from the data input
to the equatizer output and the noise signal at the
equalizer output, respectively. Let H[n] and ζ[n] be
the inverse D-transform of H(D) and ζ(D), respec-
tively. With hik = [H]ik and ζk = [ζ]k (i, k ∈ IN),
the input to the k-th decision element may be ex-

pressed as

ãk[n] =ak[n]hkk[0]

+
N∑

i=1

∑
m/∈Si

ai[n−m]hik[m] + ζk[n] (52)

where the set Si includes the interference from user
i that is cancelled by the decision-feedback loop.
Since the complex baseband notation is used to de-
scribe the system, the impulse responses hik can be
expressed in terms of their real and imaginary parts

hik[n] = µik[n] + jγik[n]. (53)

The signal component at the input to the decision
element is thus ak[n]µkk[0] and the average signal
energy is

Es,k = Ea,kµ
2
kk[0]. (54)

On the other hand, the noise energy is

En,k = E
[
|ãk[n]− ak[n]µkk[0]|2

]
. (55)

It is assumed that the input sequences ak[n] and
ai[m] are uncorrelated for k �= i or n �= m Further-
more, the noise and input sequences are uncorre-
lated. Considering Equation (52), it is then easy to
show that

E [a∗k[n]ãk[n]] = Ea,khkk[0]. (56)

Expanding Equation (55) by expressing it exclu-
sively in terms of the expectations

E
[
|ãk[n]− ak[n]|2

]
= Ea,kσ

2
k (57)

E
[
|ak[n]|2

]
= Ea,k (58)

and E [a∗k[n]ãk[n]] (56) yields

En,k = Ea,k

[
σ2

k − (1 − µkk[0])2
]
. (59)

It is proven subsequently for both the MIMO MMSE
LE and DFE that the NMMSE and the bias coeffi-
cients µkk[0] are related through

µkk[0] = 1− σ2
k, ∀k ∈ IN . (60)

Substituting this result into Equations (54) and (59)
yields the sought after relationship between SINR
Φk = Es,k/En,k and NMMSE σ2

k:

Φk =
1 − σ2

k

σ2
k

. (61)



A. Relation between the NMMSE and the bias coef-
ficient for the LE

The expression for the optimum MIMO MMSE
LE is given in Equation (26). Consequently, the
total transfer function from the data input to the
equalizer output is

H(D) = Sx(D)Lle(D)

= IN − S−1
a (D)[Sx(D) + S−1

a (D)]−1. (62)

Since the transmitted data sequences are mutually
uncorrelated, the spectrum of the input data Sa(D)
becomes a constant diagonal matrix whose k-th di-
agonal element is [Sa(D)]kk = Ea,k. It is shown in
Section III that the NMMSE for user k, σ2

k, is given
by the k-th diagonal element of the matrix

S−1
a Re[0] = S−1

a

∫ 1

0

[Sx(e−j2πf̌ ) + S−1
a ]−1 df̌ .

(63)

The bias coefficient may be obtained from the
overall system transfer function H(D). The system
impulse response at time n = 0 is given by

H[0] =
∫ 1

0

H(e−j2πf̌)df̌ (64)

and hkk[0] = µkk[0] + jγkk[0] is the k-th diagonal
element of H[0]. Substituting Equation (62) into
(64) and using (63) we obtain

H[0] = IN − S−1
a Re[0]. (65)

S−1
a is a diagonal matrix with real elements. In ad-

dition, the diagonal elements of the cross covariance
matrix Re[0] are also real. Thus, all diagonal ele-
ments of H[0] are real, i.e. hkk[0] = µkk[0]. Since
the k-th diagonal element of the matrix S−1

a Re[0] is
equal to the NMMSE for user k, it can be concluded
that

µkk[0] = 1− σ2
k, ∀k ∈ IN . (66)

B. Relation between the NMMSE and the bias coef-
ficient for the DFE

Let us again start with the total system transfer
function from the input to the output of the DFE
forward filter

H(D) = Sx(D)Ldfe(D). (67)

This equation may be manipulated using Equa-
tions (28), (29), and (30) such that

H(D) = Ψ(D) − S−1
a Ψ−H(D−∗)G. (68)

The total system impulse response at the time n = 0
is then

H[0] =
∫ 1

0

H(e−j2πf̌ )df̌

= Ψ[0]− S−1
a Ψ−H [0]G, (69)

where Ψ−H [0] =
∫ 1

0
[ΨH(e−j2πf̌)]−1df̌ . Note that

Ψ(D) = Ψ[0]+Ψ[1]D+Ψ[2]D2 + . . . is causal, and
Ψ[0] is an upper triangular matrix with ones on the
main diagonal. Thus, ΨH(D−∗) is anticausal and
may be written as

ΨH(D−∗) = IN + Θ(D), (70)

where Θ(D) is also anticausal with a DC-coefficient
matrixΘ[0] that is lower triangular with zeros on the
main diagonal. Based on Equation (70), the inverse
of ΨH(D−∗) can be developed into a series:

[
ΨH(D−∗)

]−1

= IN +
∞∑

ν=1

(−1)νΘν(D). (71)

Since Θ(D) is anticausal and has a lower trian-
gular DC-matrix with zeros on the main diagonal,
Θν(D) = [Θ(D)]ν is also anticausal and has a lower
triangular DC-matrix with zeros on the main diag-
onal. As a result, the DC coefficient matrix Ψ−H [0]
of [ΨH(D−∗)]−1 is lower triangular with ones on the
main diagonal.

Let us now continue with some observations on
Equation (69). Firstly, we note that the k-th diag-
onal element of H[0] is equal to hkk[0] = µkk[0] +
jγkk[0]. Secondly, both S−1

a and G are diagonal
matrices with real elements. Thirdly, both Ψ[0] and
Ψ−H [0] have ones on the main diagonal. As a result,
hkk[0] is given by

hkk[0] = 1− E−1
a,k[G]kk, (72)

where [G]kk is the k-th diagonal element of G. Since
the right hand side of the above equation is real, we
find hkk[0] = µkk[0]. It is also known from Sec-
tion III that [G]kk is equal to the (unnormalized)
MMSE. Thus, the bias coefficient is given by

µkk[0] = 1− σ2
k, ∀k ∈ IN . (73)
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