Copyright (© 2001 The Canadian Journal of Electrical and
Computer Engineering. Reprinted from
K. S. Oler, and A. B. Sesay and B. R. Petersen, “Asymmetric
DFE and full-duplex communication for indoor wireless applica-
tions)” Canadian Journal of Electrical and Computer Engineer-
ing, vol. 26, no. 1, pp. 27-34, Jan. 2001.

This material is posted here with permission of the IEEE. In-
ternal or personal use of this material is permitted. However,
permission to reprint/republish this material for advertising or
promotional purposes or for creating new collective works for re-
sale or redistribution must be obtained from the IEEE by send-
ing a blank email message to pubs-permissions@ieee.org.

By choosing to view this document, you agree to all provisions
of the copyright laws protecting it.




Asymmetric decision feedback equalizer
and full-duplex communication for
indoor wireless applications

Egalisateur de décision a contre-réaction
asymétrique et communication bidirectionnelle
pour des applications de communication
sans fil intérieures

K.S. Oler, A.B. Sesay, and B.R. Petersen”

An asymmetric decision feedback equalizer (ADFE) and a full-duplex ADFE system are introduced. The ADFE system achieves a significant asymmetry
in the distribution of computational complexity relating to equalization between two transceivers. A mean-square-error analysis is formulated to encompass
both the ADFE and the decision feedback equalizer. Both equalizers are shown to have identical characterization and performance under equivalent
conditions. The bit error rate of the ADFE is accurately predicted, and error-correlation results are obtained by the use of  finite discrete Markov process.
The effects of timing error, adaptive training, mismatch of signal-to-noise ratio and finite precision arithmetic on the performance of the ADFE system are
also examined, Transtmission is in time-division duplex (TDD) format, and the access technique is time-division multiple access (TDMA). Performance
and complexity comparisons are made between the ADFE and the Tomlinson-Harashimaprecoder with a feedforward filter (TH-FF).

Un égalisateur de décision asymétrique A contre-réaction (ADFE) et un syst2me bidirectionnel sont présentés dans cet article. Le systéme ADFE permet
d’introduire une asymétrie importante de la distribution de complexité algorithmique relative a I'égalisation entre deux transmetteurs. Une analyse par
erreur moyenneau carré prenanten compte i la fois I’ ADFE et I'égalisateur de décision & réro-action est présentée. Les deux types d’€galisateurs possédent
des caractéristiques et des performances identiques. Le taux binaire d'erreur de I’ ADFE est prédit avec précision et les résultats de corrélation d’erreur
sont obtenus par un processus de Markov fini discret. L'effet des erreurs de synchronisation, de I'entrainement adaptatif, de I'incompatibilité du rapport
signal sur bruit et de la limitation de la précision arithmétique du systéme ADFE est également étudié. La transmission adopte le format bidirectionnel en
division temporelle (TDD) et la technique d’accés est en accés multiple en division temporelle (TDMA). Une comparaison entre le systtme ADFE et
le systéme de Tomlinson-Harashimaavec pré-codeuret filtre feedforward (TH-FF) au niveau des performanceset de la complexité est discutée dans1’article.

I. Introduction

This paper investigates asymmetric equalization of indoor wireless
channels. The objective is to facilitate wireless access to wired net-
works via inexpensive, lightweight portables in work areas. Although
multiple portables and base stations are likely in a real system, this
paper considers only a single base and portable. The portable commu-
nicates with a wired network through a fixed base station. It is also
assumed that equalization is required, as is generally the case for in-
door wireless communication at rates above 1 Mbit/s [1].

In the target system, the base station is stationary and its size and
weight are of little concemn. The portable relies on batteries, which
contribute to size and weight and require frequent recharging. The size
and weight of the portable must be minimized to make it convenientto
carry and use, thereby providing greater mobility within a work area
(office, lab, and so on). In order to achieve this goal, we propose a sys-
tem that utilizes an asymmetric decision feedback equalizer (ADFE) in
its forward link and a DFE in its reverse link. In asymmetric equaliza-
tion there is an unequal distribution of equalization complexity through
shifts from one transceiver to the other, while effective equalization is
maintained in both links.
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In this work, asymmetry is achieved by using pre-equalization and
post-equalization at the base to equalize the forward and reverse links,
with little equalization performed at the portable. Data transmission is
in time-division duplex (TDD) format, alternating between forward-
and reverse-link frames. Both links utilize the same carrier frequency
so that the channel impulse responses (CIRs) are identical, according
to the principle of reciprocity. The frames are of sufficiently short dura-
tion so that the channel changes little over a pair of subsequent frames.
Thus, adaptive equalization parameters determined at the beginning
of a reverse-link frame would be applicable up to the end of the next
forward-link frame.

II. Previous work and results

The term asymmetric signal processing was first applied to the shift-
ing of equalization complexity by Gibbard et al. (the Tomlinson-
Harashima precoder with a feedforward filter (TH-FF)) [2]. The reader
is cautioned that the term asymmetry is used otherwise in the literature
as well. For example, it has been used to refer to an imbalance in the 1
and Q channels [3] or to differing forward/reverse-link data rates [4].

Zhuang et al. [5] propose an asymmetric system employing a linear
pre-equalizer and a DFE. Reciprocity is exploited in the characteriza-
tion of the pre-equalizer. Another system by Zhuang and Huang [6]
uses nonlinear phase precoding. However, none of these systems pro-
vide adequate performance. Other asymmetric systems have been pro-
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Figure 1: Basic blocks of an ADFE transceiver.

posed for line telephone applications, which also exploit reciprocity to
characterize the pre-equalizer {7}-{8].

The performance of the TH-FF precoder [2] is close to that of the
regular TH precoder [9]-{10], which is also close to that of the DFE.
The TH-FF system has been shown to effectively equalize the indoor
wireless channel. A high degree of asymmetry is achieved as the only
equalization function implemented at the portable is the modulo op-
eration. Reciprocity is exploited by using the DFE parameters to di-
rectly characterize the precoder forward filter (FF) and feedback fil-
ter (FBF). The TH-FF precoder advantageously shapes the transmitted
signal spectrum by reducing power in regions corresponding to spec-
tral nulls in the CIR.

Two drawbacks of the TH-FF system are the significant computa-
tional requirements at the base and automatic-gain-control (AGC) sen-
sitivity at the portable. Because the input to the precoder FBF is not
quantized, the pre-equalizer requires higher precision than does the
DFE. As the FF of the forward link is located at the transmitter, it is
unable to adaptively correct for amplitude variations in the received
signal. The portable must have very precise AGC so that the effective
modulo operator levels are not changed due to scaling of the received
signal.

III. Characterization of the ADFE system

An ADFE system for equalizing time-division duplexing communica-
tions between a base and portable is shown in Fig. 1. It includes a DFE
for the reverse link and an ADFE for the forward link. The ADFE is a
DFE with its forward filter located at the transmitter and its feedback
filter at the receiver.

A. Model and MMSE characterization of the ADFE

Like the DFE, the minimum mean-square-error (MMSE) characteri-
zation of the ADFE requires a suitable model. For convenience, we
examine a standard DFE model (Fig. 2(a)) [11] and extend it to the
ADFE scheme. The channel has impulse response h, and the input
data sequence is a(n). The forward and feedback filters of the DFE
are represented by wy and wy, respectively. The synchronization de-
lay between transmitted and detected symbols is denoted by A, while
the training and estimation error sequences are d(n) and e(n), respec-
tively. The additive Gaussian noise is v; (n).

If we temporarily assume that the DFE is optimum and has infinite-

length FF and that there is no error propagation, then the MMSE is
given by (1):

_ v No |
Jmm—exp{T,/_?kln[m]df}, )

where T, is the data symbol period, H( f) is the channel transfer func-
tion and Np is the noise power spectral level.

da(n)
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Figure 2: (a) DFE model without error propagation. (b) A unified DFE/ADFE model.

The DFE model can be extended to obtain an ADFE model by
adding a second noise source, v2(n), which is not filtered by the for-
ward filter w¢. An ADFE model is attained in the limit as the power in
v1(n) approaches zero, as long as | H(f)|* # 0. The resulting MMSE
is indicated by the limit in (2):

JninaDFe = E [v3 (n))

. A7 No
+z~g§oexp{T'/_§;7h[lH(f)I’ T } @

The above model is, however, undesirable in that the optimum FF
may introduce an arbitrary power gain in the transmitted signal and
alter the SNR. The situation may be alleviated by placing a constraint
on the transmitted power in the form of a gain factor, K¢, equal to
the inverse of the norm of the FF. This gain constrains the transmitted
power so that the received SNR is independent of the FF. For analysis
purposes only, a corresponding inverse gain is inserted at the receiver
so that the magnitude of the equalized signal is approximately equal
to that of the desired signal. An AGC circuit would normally perform
this function.

A unified model representing an ADFE or DFE is shown in
Fig. 2(b), where w, shapes the noise input to the decision device and
is defined by (3):

DFE

ADFE’ @

Wr
Wy = T
[ W;‘Wf ON,—I}

The MSE analysis for the unified model is applicable to both DFE and
ADFE. To derive the MMSE filter weights, we assume that the chan-
nel impulse response, h, the forward filter, w, and the feedback filter,
wy, are causal with number of taps Np, Ny and N, respectively. For
clarity of exposition only, we also assume BPSK data with real sig-
nals and filters. Extension to complex signals and filters can be easily
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made. The variable a(n) is a sequence of equally probable, uncorre-
lated BPSK symbols. Define the data matrix A(n) as

a(n)
a(n—1)

a(n— Ny+1)
a(n — Ny)

aln—1) -
a(ln-2) ...
A(n) = ) )
a(n — Na+1) a(n— Np) - a(n — Ny — N +2),
The desired symbol vector d(r) is defined as
d(n) = [d(r) d(n—1)
The additive noise vector, defined as
v(rn) = [v(n) v(n-—1)

consists of zero-mean white Gaussian signals with variance o2. The
signal to the input of the decision device is given by (4):

y(n) = hTA(n)w; + wlv(n)+ wid(n —1). 4)
The MMSE filter weight vector is given by (5):

din—N; +1)]7.

v(n—-Ng+ 1)]T,

W = WMMSE = (R+a',2,D)"1 p, w= [w;] . o)
W

The diagonal matrix D and the comrelation matrix R are defined in the

Appendix. For identical CIR, synchronization delay, SNR, and number

of FF and FBF taps, the DFE and ADFE have identical wmmse and

MMSE (Jmin), Where Jmin is given by (6):

Jmin = 1 — WigmseP- (6)

The expressions for the MMSE filter weight vector and the resulting
MMSE for QPSK modulation are the same as those given by equa-
tions (5) and (6) for PSK. The only difference is that, for QPSK, all
the vectors involved are complex-valued. This is a consequence of the
complex-valued nature of QPSK signals.

In the case of nonoptimal coefficients it can also be shown
that the MMSE is the same for both equalizers. The intersymbol-
interference (ISI) component of the error signal is identical for both
equalizers, while the noise component is white for the ADFE and
coloured by w; for the DFE. Despite the equivalence, identical SNR
and timing in both directions is not always guaranteed. The effect of
a forward/reverse-link SNR mismatch and the issue of timing in the
ADFE system are addressed in later sections.

B. ADFE system training

Training is altemnated with data transmission to allow the equalizers to
adapt to changing channel conditions. Training and data transmission
are composed of four steps:

1. Reverse-link training: The portable transmits a training se-
quence, which the base station uses to adapt its synchronization,
AGQC, and DFE coefficients.

2. Reverse-link data transmission: The portable transmits a frame
of data, which is equalized by the DFE and detected by the base
station.

3. Forward-link training: The base station transfers the FF coeffi-
cients of the DFE directly to the FF of the ADFE. A gain factor
is incorporated to achieve a desired level of output power. The
base transmits a training signal, which is pre-equalized by the
FF of the ADFE. The training sequence may be designed for re-
duced complexity at the portable [12]. The portable estimates the
combined impulse response of the channel and FF and computes
the FBF coefficients.

4. Forward-link data transmission: The base transmits a frame of
data, which has been pre-equalized by the FF of the ADFE to
reduce precursor ISI in the received signal, and the FBF at the
portable cancels postcursor ISL. Equalization complexity at the
portable is reduced to channel identification, simple synchroniza-
tion, and simple implementation of an FBF.
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C. Computational complexity

The principal advantage of the ADFE system lies in the distribution
of computational complexity. In this section, the complexity of train-
ing and equalization of the ADFE system is addressed. Comparison is
made with the corresponding DFE and TH-FF systems.

1. Training complexity

In the training mode the equalizers of the ADFE system at the base
use a recursive least squares (RLS) algorithm. Operations required for
training an N-tap equalizer range from O(N) to O(N?) per train-
ing symbol [13] and are the same for DFE, TH-FF and ADFE. The
portable uses least-squares channel estimation (LSCE) in the train-
ing mode. If a sequence with ideal correlation properties is used, the
portable requires only one signed complex addition per training sym-
bol per tap. For other sequences there is a slight decrease in accuracy
and/or increase in complexity [12].

2. Equalization complexity

For the comparison, we assume QPSK modulation. The figures given
are the number of real multiplications, additions and modulo opera-
tions per QPSK symbol. The FF and FBF of the ADFE and the FBF
of the DFE are implemented with signed additions replacing multpli-
cations. Multiplications are the most expensive of these operations in
terms of execution time and/or hardware complexity; the modulo and
addition operations are roughly equivalent. Each equalizer has Ny FF
taps and N, FBF taps.

Table 1 compares the number of operations required at the base sta-
tion and portable for three equalization systems. The first is a symmet-
ric (DFE) system with DFEs at the portable and base station for the
forward and feedback links, respectively. The other two systems use a
DFE for the reverse link while using a TH-FF precoder and ADFE, re-
spectively, for the forward link. The number of real operations required
to equalize one QPSK symbol on each of the forward and reverse links
is tabulated. The complexity of the DFE system is divided evenly be-
tween base station and portable. While the TH-FF system achieves a
higher degree of asymmetry, the ADFE system has a looser AGC re-
quirement, which further simplifies the portable.

D. SNR mismatch

The forward-link CIR is identical to the reverse-link CIR, due to the
assumption of reciprocity and identical timing phase. However, the
forward-link SNR may differ from that of the reverse link due to dif-
fering transmit powers and noise sources. Thus, the FF of the ADFE
is characterized for a different SNR than that to which it would be
applied. The following scenarios explain the SNR mismatch:

o Reverse link: The DFE coefficients (wpgg) are determined for the
reverse link under one SNR.

o Forward link: The base station transfers the reverse-link FF of
woprg directly to the FF of the ADFE. The portable determines
the FBF of the ADFE under a different SNR. For transmit powers
normalized to unity, the difference in SNR is reflected entirely in
the noise power.

The resulting forward-link MSE (Japre) may be expressed in terms of
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the coefficient error, wapre — Wpre [13], as in (7):

JADFE = JuminADFE + (WaDFE — WoFE) T
x (R+ 05 apreD) (Wapre — WFE) - )]

If wWapee is close to Wpre, as may be expected if o2 oppe and o2 pre
are both small, then the MSE penalty will also be small. The values of
the forward- and reverse-link MSE may also be expressed in terms of
the noise variance, as in (8): '

Japre — Juinpre = (07 aore — 05, pre) WoreDWpee.  (8)

If the forward-link SNR exceeds the reverse-link SNR (i.e., o2 ADFE <
2
05, pre)s then

IminADFE < JADFE < JminDFE, (&)

and the forward-link MSE performance exceeds that of the reverse
link.

E. Fractionally spaced ADFE

1. Reverse link

The DFE may incorporate a fractionally spaced (FS) FF to improve
performance or reduce synchronization complexity. It would also al-
low the FF to independently manipulate the frequency response of
the excess bandwidth [14]). The FS FF may require more taps than
a symbol-spaced (SS) FF.

2. Forward link

Directly characterized by the FF of the DFE, the FF of the ADFE may
also be implemented with fractional spacing. The synchronization ad-
vantages of the FSE would be lost in the forward link because the
portable must establish synchronization independent of the base sta-
tion. However, the benefit of advantageous shaping of the excess band-
width of the transmitted signal would be retained. In any case, once the
FS FF is obtained for the DFE, it is simpler to re-use it for the ADFE.
Although the forward-link FBF operates with symbol spacing, a frac-
tionally spaced CIR estimate may be used to combine synchronization
and training. The ensuing relaxation in synchronization requirements
might offset the increased complexity of the estimation.

3. MSE analysis for fractionally spaced ADFE

The MSE analysis of a DFE or ADFE may be extended to fractional
spacing with only some minor changes to the notation and results.
Analysis of an FSE is complicated by the need to account for different
sampling periods; the symbol period, T, ; the sample period, T, of the
fractionally spaced FF; and fractionally spaced signals. In this analysis,
all signals and filters (except the FBF) are represented with a sample
period Teq. Signals that are defined at intervals of T, are upsampled
and zero-padded. Some of the vectors and matrices are redefined to
accommodate the combination of T¢; and T, spacing. In this case, the
expression @ = S(mod s) implies that « = B8 + Ks, where K is
an arbitrary integer and s = T, /T, is a positive integer. Redefine the
signal components as

a(n) = +1, n=0(mod s)
10, otherwise ’
d(n—s)=[d(n—s) dn—2s) --- d(n—Nes)]”,
y(n) = hTA(n)w; + wlv(n) + wj d(n — 3).

(10

The MMSE weight vector is given by

an

Wb

- [013«,] ‘

WMMSE = (R+ a’%D)-—:l P, wW = [W]] ,

where

R,

r= ot )

Ine}'’

The diagonal matrix D and the vector r are the same as for the
symbol-spaced case. The matrices R; and Rs have elements given,
respectively, by (12) and (13):

Njp—1

>

k4i—Azm1( mod s)
k=0

Ri(t,5) = h(k)h(k — ¢ + 7), (12)
t,7=12,... Ny,
i=1,2,...,Ny,
1=12,... ,N.

Rs(i,7) =h(js—i+ A +1), (13)

As before, the MMSE and MMSE coefficients are identical for the
DFE and the ADFE, and the error signal e(n) is coloured for the DFE
and white for the ADFE.

IV. Markov model of error propagation

Due to error propagation, analysis of the bit-error-rate (BER) perfor-
mance is very difficult to carry out for a DFE system [15]. This section
presents an exact method of modelling error propagation in the ADFE.
It also leads to interesting results for the comrelation of decision errors.

A. Decision errorsin the DFE

A decision error occurs when the output of the decision device differs
from the desired symbol. Sources of decision errors are additive noise,
precursor ISI, and postcursor ISI and error propagation. The noise at
the output of the forward filter is Gaussian and coloured. The precur-
sor IS] is non-Gaussian and arises from imperfect cancellation by the
forward filter. Non-ideal values of the feedback coefficients or insuf-
ficient number of feedback taps give rise to non-Gaussian postcursor
ISI. Furthermore, a decision error will contribute to postcursor ISI,
which can cause error propagation. Error propagation complicates the
error performance analysis considerably.

Analysis of DFE decision errors may be simplified by assuming
that the noise input to the decision device is Gaussian and white,
that there is no precursor IS, and that the feedback taps are of suf-
ficient number and exact values to eliminate postcursor ISI [16}-{18].
Austin [18) used a finite discrete Markov process to model the effect
of error propagation and predict the BER of a DFE system. Subse-
quent authors [16], [19] have used a reduced state representation of
error propagation to derive upper bounds on the probability of error.
Previous modelling of the DFE feedback filter by a Markov process
does not accurately model residual precursor ISI and noise filtering in
all cases [17]. .

B. Error propagation in the ADFE

The Markov state model may be applied to the ADFE without any need
for assumptions regarding the statistics of filtered noise or precursor
elimination. Although not considered in this paper, the assumptions of
precursor elimination and ideal feedback coefficients could be used to
reduce the number of states.

For simplicity of analysis only, BPSK is assumed, and all signals
are assumed to be real. Other modulations may be represented with
complex arithmetic, with an increased number of states. The variable
d(n) is the transmitted symbol. The decoded symbol is defined in (14):

dn) = {—1, y(n) <O

. 14
+1, y(n)>0 19

The signal y(r) (see (4)) is Gaussian with mean and variance given,
respectively, by

Ng—1

my=3

k=0

Ny
g(k)d(n + A —k)+ > ws(k)d(n—k) (15

k=1
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Figure 3: Markov model and simulation results, with and without error propagation.
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Figure 4: Autocorrelation of error-event function.

and 02 = E[v*(n)]. The j-th state of the system may be defined
by (16):

__{d(n—A—k), k=01, Ne=1 o

77 Yd(n - k), k=1,2,..., Ny

where N, is the order of the pre-equalizer filter convolved with the
channel impulse response. For BPSK, the number of states is 2V,
each having four nonzero transition probabilities. For example, the

nonzero transition probability for the state {d(n) = ~1, d(n+A+1)
= ~1| S;} is given by (17):
Py =P(d(n)=-Ldn+Aa+1)=-1]| s:)
1

The four nonzero transition probabilities are given by (18) and (19):

s 1
P(d(n) =-1,d(n+ A+1)=:1| s.-) = gerfe (‘/"21;) , (18)

1

4

P(a?(n)=+1,d(n +A+1)==+1| s.-) = —erfc (;;:’) (19)
vy

The transition probabilities are used to compute the state transition
matrix. The state probabilities and BER are in turn computed from the
transition matrix [18). The BER includes the effects of ISI, noise, and

error propagation. For this study the channelis h = [1, 2, 1]7; the fil-
ter orders are Ny = 3, Np = 1; and the characterization is MMSE.
Fig. 3 shows the BER of the ADFE with and without error propaga-
tion. As would be expected, the SNR penalty to compensate for error
propagation is smallest at higher values of the SNR. Results show a
perfect match between Markov modelling and simulation.

C. Error-event correlation

To gain further insight into the effects of error propagation, we exam-
ine the error-event correlation. Define the error-event function, e(n),
as in (20):

1, d(n) #d(n)’ @0

The error-event autocorrelation function, ¢..(k), is defined by (21):

bee(k) = Ele(n)e(n — k)] = Ple(n) = 1,e(n—k)=1). (2D

e(n) = {o, d(n) = d(n)

Two properties are identified: (i) the zeroth-lag autocorrelation is
the average probability of bit error, and (ii) if errors are independent,
then the autocorrelation at nonzero lags is the probability of error
squared. The second property may be used to examine the degree of
correlation between errors. If the autocomelation is close to the value
of the error probability squared, then the errors are nearly independent.

Fig. 4 shows error-event autocorrelation-curves for up to three con-
secutive errors. At lower SNRs, the probability of a single error is sig-
nificantly greater than that of two or three consecutive errors. At higher
SNRs, these probabilities decrease sharply with increasing SNR, and
the difference between the probabilities of one, two and three errors is
significantly reduced.

V. Effect of non-idealities on BER performance

The simplified model in the previous sections omits non-idealities. It
may be used to provide an indication of initial performance only. This
section examines the effect of non-idealities on BER performance.
In order to limit complexity, only one non-ideality is considered at
a time. The non-idealities examined are the effect of timing error, SNR
mismatch, adaptive training and finite precision arithmetic. The accu-
racy of the results is limited by the accuracy and completeness of the
models.

A. SNR mismatch

In an ADFE system, the forward link is pre-equalized by the FF, which
is determined from the reverse-link CIR and SNR. While the princi-
ple of reciprocity may hold for the forward- and reverse-link CIR, the
SNR will differ. This SNR mismatch is investigated by determining
the performance of the ADFE at different execution (forward link) and
characterization (reverse link) SNR. For the simulation, the channel is
h = [1,2,1]7; the filter orders are Ny = 4, Ny = 1; and modulation
is BPSK. -

Figs. 5 and 6 illustrate the effect of the SNR mismatch on MSE
and BER performance. As expected, the MMSE is obtained when the
characterization SNR is greater than the execution SNR. Fig. 6 illus-
trates the discrepancy between MMSE and minimum probability of
error criteria. For the given CIR, it would appear to be advantageous
to characterize at a fixed SNR of about 10 dB, regardless of the execu-
tion SNR. Further experiments, however, reveal that the effect of SNR
mismatch varies considerably with CIR and equalizer. Some channels
have good BER performance at any training SNR above about 10 dB,
while others do not. This would suggest the need for analysis to extract
the underlying principles and derive algorithms for enhancing perfor-
mance of real systems; however, such an investigation is beyond the
scope of this paper. Both the ADFE and the DFE exhibit a similar sen-
sitivity to SNR mismatch.
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Figure 6: BER performance of ADFE with SNR mismatch.

B. Sensitivity to timing error

Timing (synchronization) involves both the timing phase and choice of
main ray of the CIR. This section investigates the effect of timing er-
ror on the reverse and forward links of the ADFE system for equalizers
with a T, -spaced (TSE) and T, /2-spaced (FSE) FF. Variable timing is
obtained from the CIR by interpolation with a raised-cosine or square-
root raised-cosine pulse shape followed by resampling. The received
signal energy before (down) sampling is maintained constant to simu-
late the effect of a constant SNR at the receiver input. Thus, the SNR
after sampling will vary with the timing phase.

1. Reverse link (DFE)

In the ADFE system, the base receiver establishes an appropriate tim-
ing with the reverse-link signal. The choice of timing will affect the
reverse-link performance. For this study, h = [1, 2, 1], SNR = 15dB,
Ny =5, Ny = 1, and modulation is BPSK. Fig. 7(a) illustrates the
effect of varied timing on the BER of the reverse link, for 2 DFE with
an SS FF and an FS FF. For the selected channel, the DFE FF is able
to synthesize the appropriate timing over a fairly wide range of de-
lays. There is no apparent advantage in timing sensitivity from using
an FS FF. However, it would be rash to draw a general conclusion
without investigation of different channels, SNRs, and filter lengths.

2. Joint forward/reverse-link timing error

On the forward link of the ADFE system, the task of synchronization
is shared between the transmitter (base) and receiver (portable). The
receiver must synchronize to a main ray that is predetermined by the
FF at the transmitter. Since the forward-link receiver has no FF, there is
no opportunity to synthesize a delay characteristic, and very little im-
ing error can be tolerated. The timing sensitivity might be reduced by
employing fractionally spaced channel estimators. The increased com-
Plexity might be compensated for by an improvement in performance
and simplification of synchronization.
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Figure 7: BER performance: (a) timing sensitivity of reverse link (DFE); (b) Joint timing
sensitivity of forward link (ADFE).
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Figure 8: DFE adaptive RLS training.

Joint timing error refers to the effect of timing error from the reverse
link on the forward link. Timing error during reverse-link training of
the DFE is transferred to the forward link through re-use of the FF.
The FF is characterized according to the CIR, timing phase, and delay
established in reverse-link training, and is subsequently made part of
the effective forward-link channel for the purposes of data transmis-
sion and timing recovery. A poor choice of reverse-link timing will be
reflected in the forward-link performance.

Fig. 7(b) illustrates the effect of reverse-link timing on the forward-
link performance, for the same simulation parameters as in Fig. 7(a).
The FSE seems to impart the benefit of reduced sensitivity of the for-
ward link to reverse-link timing error within +7,.

C. Adaptive training

The ADFE system uses an RLS to characterize the DFE and the ADFE
FF at the base, while LSCE is used to characterize the ADFE FBF
at the portable. Since these forms of training only approximate the
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MMSE solution, it is valuable to compare the resulting performance
with MMSE characterizations.

Fig. 8 compares equalizer BER performance with MMSE ada¥~
tive training and characterization. For this study, h = [1,2,1]",
SNR = 17dB, Ny =4, N} = 1 and modulation is BPSK. While MSE
is often used to evaluate equalizer convergence, the BER is more in-
dicative of actual performance. It appears that equalization with adap-
tive training is able to approximate the BER performance of MMSE
coefficients, provided that the training sequence is of sufficient length.

D. Finite precision

The accuracy of the equalizer output in the ADFE system is affected by
the precision of the input data and the internal arithmetic operations.
Simulation is used because the relationship between numerical preci-
sion and BER performance is difficult to analyze. The effect of finite
precision arithmetic was modelled by including a nonlinear and mem-
oryless quantization operation. The quantizer, represented by Q(-), op-
erates on the input, output, operands and all products. If an FIR filter
has coefficients w(k), an input z(r), and output y(n), the effect of
finite precision is modelled by (22):

wq(k) = Qw(k)],

zq(n) = Q[z(n)), (22)
Np=—1

yo(n) = Q| > wolk)ze(n-k)|.
k=0

Performance was compared for a large number of channels. Fig. 9
illustrates the performance of the ADFE and the TH-FF [2] schemes
with finite precision arithmetic for two channels. The common param-
eters are Ny = 3, Np = 2; modulation is BPSK. For Fig. 9(a), h =
(1,2, 2,1] and SNR =24 dB, and for Fig. 9(b), h = [-1,2,2,-1] and
SNR = 11 dB. Performance for both ADFE and TH-FF is almost iden-
tical at low precision (<4 bits) for all the channels investigated. For
less severe channels, both systems performed satisfactorily at higher
than 8-bit precision, and both seemed to be insensitive to precision in
that range (Fig. 9(a)). Whereas the ADFE system remained insensi-

tive, the TH-FF system was sensitive to the severity of the channel and
performed poorly on harsh channels (Fig. 9(b)).

Extensive simulation studies were carried out, and the results indi-
cate that performance curves for the DFE and the TH-FF are iden-
tical with those presented here for the ADFE. The only significant
difference observed was the sensitivity to finite precision implemen-
tation, which is illustrated in Fig. 9. The identical performance for the
ADFE, DFE and TH-FF is not surprising because the only difference
is in the placement of the various components of the DFE structure.
The high sensitivity of the TH-FF to finite precision is due to the fact
that its feedback filter operates on non-quantized inputs, which may
cause quantization and round-off errors. Such errors may, in turm, cause
instability.

V1. Summary and conclusions

This paper has presented a new equalization structure, the asymmet-
ric decision feedback equalizer (ADFE), and a system for asymmetric
equalization (the ADFE system) for full-duplex indoor wireless com-
munication. The ADFE was analyzed by means of MSE and BER per-
formance. The BER analysis was facilitated by application of a finite
discrete Markov process to model the effects of noise, residual precur-
sor IS], and error propagation. In addition, information on error propa-
gation was extracted from the state transition matrix and an error-event
correlation function was defined. One caveat for the Markov model is
that it may yield unreasonable results, such as a negative BER when
the expected BER is small (<10°, say). This is probably due to the
limited (albeit high) numerical precision used to initialize and solve
the state transition matrix.

The effects of SNR mismatch, timing error, adaptive training, and
finite precision arithmetic on BER were determined by Markov mod-
elling and simulation.

Appendix:
Derivation of the MSE for symbol-spaced ADFE

The mean square error is defined by

J =E[é¥(n)],
J=E [(d(n) — u(n) — wTv(n) — widns(n - 1))2] . (A2)

(A-1)

J=E[d(n)] +wlE [AT(n)hhTA(n)] wy
+wlE[dn(n—1)dT,(n—1)] wo—2w] E [d(r)AT(n)] h
—2wT E [AT(n)hdT(n — 1)] ws + Wl E [v(n)vT (n)] wo.

The following correlation matrices may be used to simplify the above
expression:

R,=E [AT(n)hhTA(n)]
Thh(O) Thh(l) .. Thh(Nf - 1)
_ rhh:(l) rh);:(O) .. rhh(N:, -2) Ad)
Thh(f\f.f -1) r;.h(]\/:f -2)- r;,h'(())
Nh—k-1
ran(k) = D B +k), (A4)
=0
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h(2)
h(A — 1)
r=E [d(n)AT(n)] h= , : (A-5)
h(A — Ny +1)
Rs=E [ATth(n - 1)] , (A-6)
Aa+1) h(A +2) h(A + Ne)
h(A h “en h N -
Re=| @ @4 o MarRey |
h(A = Ny+2) h(A =Ny +3) - (A= N+ Ny +1)
J=1 +w}rR1wf + a'swfw.,
+ wi Ivpws — 2wy — 2w} Raws. (A-8)
For both the DFE and the ADFE, the condition wlw, = wlwy
holds:
J=1+4 W;‘ (R1 + 0’3le) .7
+ W{INbWb - ZW?l‘z — ZWFR.:; W (A-9)

The expression for J is rendered more compact by combining matrices
as follows:
W= [Wf ] , R = Rl R3
Wy

=1 F -
R Iny P= [oNb] A0

J=14+wT (R+o2D)w—2w7p. (A-11)
The matrix D is diagonal with elements given by
Du={Lb '=L2....N; . (A1)
0, t=Ns+1,Ns+2,... ,Ne+ N,
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