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Abstract—We consider equalization in cyclostationary inter-
ference, a situation which occurs when similar neighboring dig-
ital communication systems cause interference. A new expres-
sion has been derived on the minimum mean square
performance of a continuous-time infinite-length decision feed-
back equalizer in the presence of multiple cyclostationary in-
terferers and additive white noise. This expression was calcu-
lated for a subscriber line system to show the performance
improvements which can occur over the situation where the in-
terference is stationary with the same power spectrum. Linear
equalizer performance curves were also added to the compar-
isons. These results show two important techniques which can
provide opportunities for improved equalizer performance by
enhancing the cyclostationarity of the interference. The first is
by decreasing the misalignment of the phases of the transceiver
clocks in the central office transmitters. The second is by using
transmitter pulse bandwidths which are wide relative to the
symbol rate.

I. INTRODUCTION

OMMUNICATION channels where bandwidth effi-
ciency is a prime concern often suffer from interfer-
ence (crosstalk), a principal performance-limiting impair-
ment in many communication systems. The type of
cyclostationary interference [1] considered in this paper
is crosstalk induced from similar neighboring digital com-
munication systems. It occurs in transmission over digital
subscriber lines [2], [3] and, under certain conditions,
there may be significant variations of interference statis-
tics at a receiver input [4]. We consider the performance
of equalizers operating in such an environment, and dis-
cuss methods to enhance the cyclostationarity of the in-
terference to improve that performance.
In this paper, a new minimum mean square error
(MMSE) expression is derived on the performance of a
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continuous-time infinite-length decision feedback equal-
izer (DFE) in the presence of multiple cyclostationary in-
terferers and additive white noise. As well, a new result
is derived which states that every increase in bandwidth
of size equal to the symbol rate may provide the flexibility
to completely suppress an additional cyclostationary in-
terferer.

The new DFE MMSE result is calculated for a high-
speed digital subscriber line system and compared to the
performance of a linear equalizer. Also, these two equal-
izers are compared to the situations where the power spec-
trum of the interference at the input to the receiver is the
same, but stationary. The gains in cyclostationary versus
stationary interference indicate the possibility for im-
proved system performance by enhancing the cyclosta-
tionarity of the interference through providing partial
alignment of the transmitter clock phases in the central
office. We also demonstrate that wide transmitter pulse
bandwidths, relative to the symbol rate, can allow signif-
icant performance improvements when the interference is
cyclostationary. These results address maximum equal-
izer capability. Implementation issues such as timing jit-
ter, adaptation, and coefficient precision have not been
considered.

Our work, with preliminary results reported in [5]-[7],
will now be put in context with previously published
work. The ability to separate cyclostationary signals by
exploiting their spectral correlation has been addressed in
[8], [9] for a wide variety of conditions and applications.
Specifically, in [10] the ability of a fractionally spaced
linear equalizer to suppress cyclostationary interference is
addressed through the theory of spectral corfelation. We
have only considered the case of linear and decision feed-
back equalization in cyclostationary interference, but in
this framework we have given alternative insight into the
reason for the gains in cyclostationary interference. This
insight is given through the effects of relative transmitter
pulse bandwidth in a generalized zero-forcing linear
equalizer.

Expressions for the MMSE of a finite-length DFE in
cyclostationary interference have been given in [11]-[14].
The expressions in [11], [12] appear in a more general
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situation where a receiver has multiple inputs and is re-
quired to estimate the data from multiple streams. Many
subtle relationships between single- and multiple-input
receivers are described in [15].

The discovery of the benefit of relative transmitter
bandwidth on the ability to suppress cyclostationary in-
terference was reported in [5]-[7]; it was concurrently
discovered and then reported in [9], [16], [17]. Calcula-
tions demonstrating this benefit in subscriber line inter-
ference were concurrently performed, as reported in [15].

In subscriber line systems, the issues of completely
aligned, completely misaligned, and randomly aligned
phases of the transmitter clocks in the central office have
been addressed in [4], [13], [14], [18], [19].

Related work in the area of interference suppression has
been published in [20]-[40].

II. SysTEM MODEL

The system model is shown in Fig. 1. In this model, a
DFE estimates the transmitted data, {d,}, from the signal
component at the input to the equalizer, s(¢), in the pres-
ence of additive white noise and cyclostationary interfer-
ence, v(f). The input to the equalizer is:

80 = 2 dydot = nT) + n(n)

L

+ 21 2 d,é(t — nT) (1)
where the three terms are signal, noise, and crosstalk, re-
spectively. T is the symbol period. L is the number of
interferers.

The impulse response of the overall channel, ¢y(7), is
the convolution of both the transmitter pulse and the chan-
nel impulse response. Similarly, the impulse response of
the ith overall cochannel is the convolution of both the
transmitter pulse and the ith interferer’s impulse re-
sponse. The complex baseband noise has a two-sided
power spectrum Ny and is white:

Eln(n] =0 2)
Eln(t))n*(1,)] = Nod(r, — ). 3)

6(1) is the unit impulse and the symbol * denotes complex
conjugate transpose. The transpose will be relevant later,
when dealing with matrices.

Throughout this paper, the data are complex and satisfy
the following:

Eld,} =0 Q]
E[dmdrtl.] = 6l—k‘sn—m (5)
1, k=0
o, = (6)

0, k+0

where E[ - ] will always denote expectation over the data
and noise. The data are uncorrelated with the noise.
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Fig. 1. System model: Cyclostationary interference and decision-feedback
equalizer receiver.

III. DEecisioN FEEDBACK EQUALIZER ANALYSIS

A. MMSE Expression Assuming Cyclostationary
Interference

The performance criterion that is used to analyze the
DFE is the mean square error (MSE):

€4 = E[lM’" - anIZ] (7)

where w, is the output of the DFE, shown in Fig. 1. We
assume correct decisions (Jno = d,,) throughout this pa-
per. The MSE was chosen for two reasons. First, it makes
analysis of the equalizer tractable. Second, it is mini-
mized in efficient adaptive equalizer implementations
[41].

At any point in the following development, the impulse
responses of the interferers can be set to zero to get the
familiar situation of a linear channel with additive white
noise. The following analysis is a generalization of ele-
ments of [42], [43], which are based on a linear channel
with additive white noise.

Given a known overall channel and overall cochannels,
the problem is to find the impulse response of the forward
filter of the DFE, r(z), and the coefficients of the feedback
filter, {by|k = 1,2, 3, - - - }, to minimize the MSE, ¢,.
Knowledge of the overall channel and overall cochannels
is needed to determine the minimum MSE expression, but
adaptive equalizers do not necessarily require such
knowledge. Since correct decisions are assumed and the
equalizer may have an infinite number of tap coefficients,
the derivation is for a lower bound on the MSE of an im-
plementation, but the result should closely approximate
the performance of an implementation with a sufficiently
large number of taps, ignoring error propagation.

Consider Fig. 1. The MSE may be rewritten as:

€4 = E[W”W,T - E[dn()W:< - E[d:‘}ZW”] + E[dnod:;] (8)
where

W, = U, — fn (9)
the output of the feedback filter is:

fo= 2 by, (10)
and the sampled forward filter output is:
u, = S gnyr(nT — 1) dr. (11
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In the development of the DFE where the data is un-
correlated and the only channel impairment is additive
white noise, to minimize the MSE requires the coeffi-
cients of the feedback filter, {b, |k = 1,2, 3, - - -}, be
set equal to the samples of the equalized channel [42]. By
the calculus of variations [44], it can be shown that this
is true in cyclostationary interference as well:

b, =

g dokT — 1) r(7) dr; k=1,2,3,--:

(12)

This was expected since setting the coefficients this way
makes the postcursor intersymbol interference (ISI) zero.
The coefficients could be set after r(s) has been deter-
mined, but the minimum MSE expression can be deter-
mined without explicitly finding them.

Substituting w,, f,, u,, and b, from (9)-(12) into (8) and
evaluating the expectations, the MSE becomes:

€4 = S ‘ S ky(t, 7) r*(r(7) dr dt
- S b§(—0)r ) dt

- Si do(—0)r(r) dr + 1 (13)

where the Hermitian kernel is:
0
ki(t, 1) = Nodlt = 1) + 2 oo(mT = )3 (mT — 1)

(14)

M=
™M

+ _mT = ngfmT — 1. (15)

1 m=

The problem is to find »(¢#) which minimizes the MSE
given in (13), and by the calculus of variations [43], [44]
the optimal function for r(¢), call it r,(¢), satisfies the fol-
lowing integral equation:

SA ky(t, 1) dT = (=), (16)
By substituting (16) into (13), the minimum MSE

(MMSE), ¢,, can be rewritten in terms of the optimal
forward filter:

€, =1~ S (=) (1) dt an

1 - S_ QA fIRLS) df (18)
where R,(f) and &, f) are the Fourier transforms of r,(f)
and @¢(t), respectively.

Expanding the integral in (16) and grouping all inte-
grals over d7 into constants which are not functions of ¢
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and rearranging gives the form of the optimal forward fil-
ter (provided Ny # 0):

0 L ©
0 = 2 aéfeT =0+ L X a,6'aT - 1

(19)
where
1
—ﬁouno; i=0n<o0
: (1 ) 0 0 20
a —_ = . =
n N() uOo » ! L )
! u 1,2,3 L, v
0 U t=1,2,9, » L
\ N n n
and
u, = S &:.(nT — 7)r,(7) dr. 20

The form of (19) indicates that the optimal forward filter
can be interpreted as a bank of filters matched to the in-
dividual {¢/n)|i = 0, 1,2, - - -, L} followed by syn-
chronous filters (7-spaced tapped delay lines), as shown
in Fig. 2. The synchronous filter following the matched
filter ¢¢(—1) is anticausal while the synchronous filters
following the filters matched to the interferers are two-
sided. Note that for the case where all the interferers are
zero, Fig. 2 reverts to the familiar form of a matched filter
followed by an anticausal synchronous equalizer which
minimizes the MSE due to the precursor ISI [42].

An important note about this equalizer is that it is time-
invariant. The time invariance occurs because the MSE
is minimized only at symbol-rate samples, and because
the output of the channel is wide-sense stationary when
sampled at the symbol frequency. To properly verify that
the equalizer is time-invariant, the development should
have been started from a time-variant point of view, but
the excess notation would make the explanation unneces-
sarily complex. Note that the classical MMSE equalizer
for a data signal without crosstalk is also time-invariant
even though the data signal is cyclostationary.

The integral equation (16) remains to be solved for r,(r)
and the details of this part of the solution have been pre-
viously given in [5], [7]. Using r,(f), (17)-(18), and the
analysis in [42], this gives us the new fundamental result
for DFE MMSE which is summarized here. When the
overall channel and cochannels, {®(f)|i = 0, 1, 2,
=+, L}, are strictly bandlimited to K/(2T) where K is
a positive integer, then the MMSE of a continuous-time
infinite-length DFE in cyclostationary interference and
additive white noise is:

€, = e—(ln(l+MT(/’l)> (22)
where
+(1/2T)
<->=TS [-1df (23)
—a/en
— - _
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Fig. 2. Form of the MMSE decision feedback equalizer.

_ L -1 R 1
Mi(f) = 2 ®FHW NG~ =<f=50
(24)
@ (f) is a column vector with (2K — 1) rows:
K-1 K-2
®(f) = [d>,-<f— - ><b,<f - )
K - 1\|*
ofr+ <)
W(f)isa (2K — 1) X (2K — 1) matrix:
| L
W(f) = Noly - + 7. 2 ®(f) ®f(f)  (26)

and L, _ is an identity matrix of the order 2K — 1. Re-
finements of the notation of the MMSE expression, be-
yond [7], were based on similar work for a linear equal-
izer [16], [45].

Consider the following qualitative description of the
behavior of the MMSE DFE. The forward filter of the
DFE acts to cause the sampled equalized channel to be at
or near zero at the sampling points before the time origin
and at or near unity at the time origin [42], [46]. The
sampled equalized channel to the right of the time origin
is not relevant to the forward filter because the feedback
part of the DFE subtracts off the remaining ISI. This is
the same as the additive white noise case with no inter-
ferers. However, in the presence of interferers, the for-
ward filter also acts to make the sampled equalized co-
channel at or near zero for all sampling points. Thus, the
MSE consists of four terms due to: bias in the estimate of
the data [47], precursor ISI, crosstalk, and noise, respec-
tively. The MMSE DFE minimizes the sum of the four
terms.

B. MMSE Expression Assuming Stationary Interference
In Fig. 1, the power spectrum of the interference, v(7),

averaged over one symbol period is:

L
1

Sulf) = No + 7 2 | &(HI @7
S,.(f) is the result of the sum of the independent power
spectrums of noise and multiple baseband linearly mod-
ulated signals [8], [47]. If the interference shown in Fig.

1 is replaced with a stationary noise process having the
same power spectrum as (27), then the MMSE DFE in
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stationary interference can be determined by whitening the
noise in the channel [42], [48]. Such an MMSE expres-
sion is not new, but it is partially described because the
numerical calculations in Section VI have more emphasis
on comparing the MMSE of the cyclostationary case rel-
ative to this stationary case.

IV. LINEAR EQUALIZER PERFORMANCE

A. MMSE Expression Assuming Cyclostationary
Interference

In addition to considering decision feedback equaliz-
ers, we have included linear equalizers in our subscriber
line calculations in Section VI. The expression for the
MMSE of a linear equalizer in cyclostationary interfer-
ence is well known [5], [10], [15], [16], [21], [23], [271,
[28], [32], [33], [45] and will only be stated:

1
o <1 + Mr(f)>

where M,(f) is defined in the same manner as for the
DFE (24).

(28)

B. MMSE Expression Assuming Stationary Interference

Linear equalizer MMSE expressions in stationary in-
terference with power spectrum given by (27) can be de-
rived by whitening the noise and using the analyses in
[43], [48], [49].

V. BANDWIDTH CONSIDERATIONS

Interestingly, one can show that the MMSE expressions
in cyclostationary interference will reduce to the same
expressions as in the stationary interference case if the
interferers {®,(f)|i = 1,2,3, - - -, L} are strictly band-
limited to 1/(2T). This is a result of the cyclostationary
interference becoming wide-sense stationary as the band-
width of the interferers is reduced below 1/(2T) [1].
Hence, the bandwidth beyond 1/(2T) is crucial in pro-
viding an opportunity to exploit the cyclostationarity of
the interference. The discussion in this section is intended
to give insight into the amount of bandwidth beyond
1/(2T) which is beneficial for enhancing the cyclosta-
tionarity of the interference and for improving the equal-
izer’s interference-suppression capability. A result will be
derived which states that relatively wider bandwidths in
the overall channel and overall cochannels, {®(f)|i =
0,1,2, -, L}, with respect to the symbol rate, provide
the flexibility to suppress larger number of cyclostation-
ary interferers.

For the simplicity of description, a generalized zero-
forcing linear equalizer will be analyzed, similar to pre-
vious work [50], except that now we consider the effect
of bandwidth. Delete the feedback loop in Fig. 1 and let
the equalized channels and cochannels be:

H(f) = ®(HIR(f); i=0,1,2 -+, L (29
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In the frequency domain, the condition for zero ISI and
zero cochannel interference is [50]:
1 < !
— Z H. 4+ — ] = 4 | = e
7,2 H f T 6; i=0,1,2, , L.

(30)
In (30), the case of i = 0 corresponds to the condition for
zero ISI. Substituting H,( f) from (29) into (30) gives:

@

%I:Z_]w q’i<f+ £T>R<f+ %) = 8;

i=01,2 -, L 31)

Equation (31) represents L + 1 equations over {i = 0,
1,2, -+ -, L} where the values of R(f) are unknown. If
the {®(f)[i =0,1,2, - - -, L} are strictly bandlimited
to K/(2T), where K is a positive integer, then in the fre-
quency range —1/(2T) < f < 1/(2T) there will be up
to K unknowns. Other frequency ranges would produce
similar independent equations. The system of equations
in (31) is shown in matrix form for the case where K is

935

The generalized zero-forcing linear equalizer will exist
if (32) has solutions for all frequencies, except for pos-
sibly one small subset of frequencies, provided that the
MSE still consists of only one finite component due to
channel noise.

In summary, (33) states: Every increase in bandwidth
of size equal 10 the symbol rate may provide the Sfexibility
to completely suppress an additional interferer by means
of linear equalization. Without further knowledge about
the values of the overall channel and overall cochannels,
the emphasis of this analysis remains on its insight into
the flexibility that relatively wide bandwidths may provide
to MMSE linear and decision feedback equalizers when
they trade off suppression of ISI, cochannel interference,
and noise. In the application of Section VI, the overall
channel and overall channels take on specific values. This
permits further discussion about the benefits of relatively
wide bandwidths.

VI. SuBscRIBER LINE CALCULATIONS

To compare the MMSE performance of linear and de-
cision feedback equalizers in cyclostationary interference

d>0<f +

odd:
K—-1
2T

K -3
‘1’0<f+7> -

K -1 K-3

2T ) CI’L(f T )

The case where K is even produces an equivalent deriva-
tion.

With the absence of further knowledge about the values
of the overall channel and overall cochannels, it is diffi-
cult to proceed. However, if those values were chosen
randomly, then (32) will likely have a solution when the
number of equations is less than or equal to the number
of unknowns. To state this result another way, let N = L
+ 1 where N is the number of independent data streams.
Then, (32) will likely have a solution when the number
of independent data streams is less than or equal to the
number representing the bandwidth:

N < K. (33)

Even if (33) is satisfied, the system of equations in (32)
will not have a solution in pathological cases, such as the
case when the overall channels and cochannels have iden-
tical frequency responses. Define p, to be the row vector
in (32) formed from {®y(f)} and define {p,, p,, - - - ,
1} to be the set of row vectors formed from {&,(f)|i =
1,2,3, -+ -, L}, respectively. Since the linear equalizer
is required to estimate only the single data stream corre-
sponding to py, then (32) will have at least one solution
if py is linearly independent of {p,, p,, - - - , p;} [15].

s

E— =
' K- K~ 1 o
4>O<f T > R<f+ 5T ) T
K -1 K-3
q)'<f‘ 2T7> R<f+ 27 ) 0 (32)
K -1 ' K -1
‘I’L<f— T) R(f— T) _0_

versus stationary interference, a number of subscriber-line
system calculations were performed. These evaluations
further quantify the benefits of aligning the transmitter
clock phases in the central office, and the benefits of rel-
atively wide bandwidths.

The overall channel and overall cochannels are convo-
lutions of the transmitter pulse, p(r), with the channel and
cochannels, c;(¢):

o) =p® *c(;  i=0,1,2, -+ L (34

The frequency response of the Butterworth transmitter
pulse is shown in Fig. 3; the magnitudes are in linear scale
and the phase is in radians. The symbol rate, 1/T, is 400
kHz. The parameter B is the maximum baseband band-
width, expressed in units relative to the symbol rate which
we call symbol frequencies. The pulse is shown for B =
1 symbol frequency, which means that it is strictly
bandlimited to 1/7 with a 3 dB cutoff frequency at
1/(2T). If B were increased, it would mean that the pulse
would be linearly stretched in frequency relative to the
symbol rate and the magnitude of the pulse would be
scaled down by an appropriate amount to maintain a con-
stant transmitter power. For example, if B were 1.5 sym-
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magnitude scaled up by Se+07 for plotting
N phase
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Fig. 3. Transmitter-pulse frequency response-Butterworth filter.

bol frequencies, then the pulse would be bandlimited to
3/(2T), would have a 3 dB cutoff frequency at 3 /(4T),
and would have a magnitude smaller than the example
shown in Fig. 3. When B = 0.5 symbol frequencies, this
pulse has the same maximum bandwidth as a raised cosine
pulse [47] with 0% excess bandwidth. Similarly, B = 1
symbol frequency corresponds to 100% excess band-
width. The effective bandwidth will be less than the max-
imum bandwidth due to the presence of white noise in the
channel. Note also that the pulse shape was not varied
since its effect on performance, in this application, is ex-
pected to be less significant than that of the relative pulse
bandwidth. A similar effect was observed for stationary
interference in [51]. However, in other applications it may
be economical to design the shapes of the wide-bandwidth
transmitter pulses to achieve improved interference
suppression capability.

The channel is 9000 feet of 26-gauge wire. This is one
of the worst-case lines considered for high-speed digital
subscriber line transmission. The impulse response of the
channel, cy(t), is shown in Fig. 4.

The frequency response of one cochannel, C,(f), is
shown in Fig. 5; the magnitudes are in linear scale and
the phase is in radians. This response was obtained from
processing near-end crosstalk (NEXT) coupling measure-
ments on a 50-pair telephone cable [18]. To exploit the
cyclostationarity of the interference, phase information is
essential. Also shown is a commonly used worst-case sta-
tionary NEXT model, which includes only magnitude in-
formation [2], [3].

Using the cochannels obtained from measurements, the
corresponding overall cochannels were obtained by con-
volution with the transmitter pulse and the results are
shown in Fig. 6, spread out in time for better visibility.
The number of interferers shown is L = 6. Notice that
they are very similar in shape, but differing in amplitude.
They were obtained from measurements [18] which oc-
curred on a single cable with all crosstalk coupling paths
having similar geometries. These measurements are the
most realistic results available to us, in the absence of any
other accessible NEXT measurements incorporating phase
information of real subscriber lines. Fig. 6 introduces two
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Fig. 6. Overall cochannels’ impulse responses, {¢()|i = 1,2,3, -+
L}.

parameters. The parameter S indicates that the powers of
the interferers were scaled up by a design safety factor of
12 dB [3]. The parameter M was used to study the effects
of aligning the phases of the clocks at the central office,
not the clocks at customer end where the NEXT is less
severe. M is the percent misalignment over one symbol
period. Stated another way, the beginnings of the impulse
responses of the interferers are uniformly distributed over
M% of a symbol period. When M is 0%, the interferers
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are perfectly aligned in phase and the interference has the
largest amount of cyclostationarity. When M is 100%, the
interference has the least amount of cyclostationarity.
Note that M was not obtained from measurements but in-
troduced as a parameter in the calculations.

Referring to Fig. 1, the signal power is:

1 T
Py = - SO ET|s(®)|"] dr

T (35)
the interferer power is:
17
P = }S E| p(0)[) dt (36)
0
and the bandlimited complex noise power is:
B
where {®,(f)|i =0,1,2, - -+, L} are strictly bandlim-

ited to B/T due to the transmitter pulse. The powers in
(35)-(37) were calculated for the increasing numbers of
interferers present and the results are shown in Fig. 7.
The noise power was arbitrarily set to be 15 dB below the
power of the strongest interferer.

The ratio of the maximum-to-minimum interferer
power, in dB, over a symbol period was calculated for
values of the interference misalignment M ranging from
0 to 100% and the results are plotted in Fig. 8. As ex-
pected, the power variation decreases as the interference
misalignment is increased, indicating that the interference
becomes more stationary. For these particular interferer
impulse responses, the power variation does not go com-
pletely to zero as M approaches 100%, mainly because
the interferers have different amplitudes. The power vari-
ation does not appear to be closely related to the gains
achievable by fractionally spaced equalizers in exploiting
the cyclostationarity of the interference. Instead, the
power variation is more closely related to the MMSE
variations that could be experienced by a symbol-spaced
equalizer in cyclostationary interference [13], [14].

The equations for the DFE MMSE (22) and linear
equalizer MMSE (28) were evaluated along with the
MMSE performance in the previously described station-
ary interference model. The MMSE for the four cases of
interference and equalizer types are shown in Fig. 9 ver-
sus D, the relative time shift of the signal with respect to
the interference over one symbol period. The value of D
is determined by the random phase of the transmitter clock
at the customer end. The interference misalignment was
set to 0% to demonstrate how large the differences be-
tween cyclostationary and stationary interference can be-
come. As expected, the performance in stationary inter-
ference is unchanged with D. However, the performance
in cyclostationary interference varies with D, and the
value which causes the performance improvement in cy-
clostationary interference over stationary interference to
be the smallest is 0.72 symbol periods. Even at the worst-
case alignment of the interference with respect to the sig-
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nal, the performance in cyclostationary interference is
better than in stationary interference. Note that a band-
width of B = 1 symbol frequency implicitly means that
T/2-spaced equalizers are needed to approach these
MMSE results. In contrast, a T-spaced equalizer which is
restricted to sampling the received signal once per symbol
interval would have a performance in cyclostationary in-
terference that is worse than in stationary interference, for
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this channel. Similar results for finite numbers of tap coef-
ficients were reported in [13], [14].

Using the worst value of the relative signal shift, D =
0.72 symbol periods, the four MMSE cases are plotted
versus the interference misalignment to explore the effects
of aligning the clock phases of the interference at the cen-
tral office (see Fig. 10). The DFE MMSE in cyclostation-
ary interference reduces to only 3 dB better than the sta-
tionary case when the interference misalignment is
increased to 10%. For the linear equalizer, the corre-
sponding value of M is 15%. These results are based on
a transmitter pulse with B = 1 symbol frequency. The
discussion of Section V suggested that larger relative
bandwidths provide a greater opportunity to suppress in-
terference.

Consider the point of 3 dB improvement in Fig. 10.
The values of the interference misalignment M near this
point are used in Fig. 11 where MMSE is plotted versus
the relative pulse bandwidth B. As the bandwidth in-
creases, it demonstrates that the gains due to exploiting
the cyclostationarity increase significantly. At the largest
bandwidth of B equal to 1.5 symbol frequencies, the im-
provement is 10 dB for the DFE in cyclostationary versus
stationary interference. The MMSE improvements in-
crease with increasing bandwidth, but they reach dimin-
ishing returns.

Using a wider bandwidth pulse with B = 1.5 symbol
frequencies [bandlimited to 3 /(27)] and the worst pos-
sible relative signal shift of D = 0.72 symbol periods, the
MMSE expressions versus the interference misalignment
M were recalculated and are shown in Fig. 12. The per-
formance improvements using the relatively wide band-
width pulse are significant. The DFE MMSE in cyclo-
stationary interference maintains at least a 3 dB improve-
ment over the stationary case, while the interference mis-
alignment is increased up to 40%. The relatively wide
pulse gives larger gains, and permits a higher interference
misalignment for the same performance improvement.
Note that, with a bandwidth of B = 1.5 symbol frequen-
cies, T/3-spaced equalizers would be needed for imple-
mentation.

The discussion of Section V suggested that bandwidths
where B = 1 symbol frequency may provide the flexibil-
ity to suppress all ISI and one cochannel interferer, or
many synchronized cochannel interferers with nearly the
same interfering pulse shape. When the bandwidth is in-
creased to B = 1.5 symbol frequencies, there may be
enough flexibility to suppress all ISI and two cochannel
interferers. However, note that the increased relative
bandwidth does not mean that the MMSE equalizers elim-
inate one more particular interferer, but instead the in-
creased bandwidths mean that the equalizers have in-
creased flexibility to find a better MMSE solution.

The effect of interference misalignment on the MMSE
for two different pulse bandwidths were shown in Figs.
10 and 12 for the case of L = 6 interferers. These calcu-
lations were repeated for the worst-case situation of L =
49 interferers, using crosstalk measurements obtained
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from [18], and the results are shown in Figs. 13 and 14.
With the relatively wide bandwidth pulse used for Fig.
14, the DFE MMSE improvements in cyclostationary over
stationary interference vary from 14 to 0 dB as the inter-
ference misalignment is increased from 0 to 100%, with
the point of 3 dB margin occurring at an interference mis-
alignment of near 45%.
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Naturally, exploiting the gains in cyclostationary inter-
ference does not occur without some cost. It would be
necessary to provide sufficient, but not perfect, alignment
of the clock phases in the central office and, with relative
pulse bandwidths of beyond B = 0.5 symbol frequencies,
fractionally spaced equalizers are required for implemen-
tation.

VII. CONCLUSIONS

We have presented a new MMSE expression for a con-
tinuous-time infinite-length DFE in cyclostationary inter-
ference and additive white noise. We have also presented
a new result which states that every increase in bandwidth
of size equal to the symbol rate may provide the flexibility
to completely suppress an additional interferer, depending
upon the application.

Through MMSE calculations of high-speed digital sub-
scriber line systems, we compared the DFE and linear
equalizer performances in cyclostationary and stationary
interference. We have attempted to quantify the perfor-
mance gains which can occur due to aligning the phases
of the transceiver clocks at the central office. These re-
sults are intended to motivate the telephone operating
companies to perform similar evaluations with measure-
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ments on subscriber lines of more realistic geometries. As
demonstrated here, even if perfect clock-phase alignment
does not occur, there are gains by exploiting the cyclo-
stationarity of the interference.

In subscriber line calculations, which included the ef-
fect of white noise, we demonstrated that relatively wide
bandwidth transmitter pulses provide the flexibility to
fractionally spaced equalizers for significant performance
improvements in cyclostationary interference.

To achieve these gains requires conventional adaptive
equalizer implementations having sufficient numbers of
taps, small enough tap spacing, and tap coefficients with
sufficient precision [13], [14], [16].

Finally, it is worth noting that these transmitter and
equalizer design considerations, which are relevant to
high-speed digital subscriber line transmission, may also
be relevant in other interference-limited environments.
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