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Abstract

Traditionally, multiple antennas are separated on the scale of carrier wavelength to 

achieve diversity gain, antenna gain, and spatial multiplexing.  A similar parameter, 

signalling length is proposed to constrain antenna separation in line-of-sight pure 

delay channels to achieve spatial multiplexing.  The performance improvement is 

demonstrated through the use of condition numbers of the complex baseband channel 

matrix. 
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Chapter 1  Introduction 

1.1 Background and Literature Review 

There is an increasing service demand on digital radio communications.  Harsh 

wireless channels always present many difficulties to engineers when designing these 

systems.  One major impediment is the small scale fading due to the multipath 

effects
1
.  Unlike wired channels that provide isolated point to point connections, the 

wireless channels usually involve many reflecting objects around the transmit 

antennas, around the receive antennas, and between them.  A signal is bounced 

through several paths before reaching the receive antennas.  This results in several 

copies of the signal which undergo different attenuations and phase shifts, i.e. time 

delays, at the time of reception.  These copies are superimposed either constructively 

or destructively, and cause rapid fluctuations of the received signal strength over very 

short travel distances. 

The carrier wavelength serve as the parameter to quantify the distance over which 

the received signals may vary significantly.  The reasoning behind the use of this 

parameter assumes that the signal bandwidth is narrow with respect to the carrier 

frequency, fc.  When being transmitted, the signal can be well approximated as a pure 

sinusoid, e.g. tfc2cos .  Due to the multipath effects, the received signal becomes 

tftYtftX cc 2sin2cos , (1.1.1) 

1. Small scale fading is due to the multipath effects, motion of the portables, and motion of 

surrounding objects. Multipath effects only cause different signal strengths at different locations, 

but the environment should be considered deterministic. However, many publications refer to small 

scale fading as the multipath effects while not explicitly stating the effect of motion. 
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where X(t) and Y(t) are narrowband Gaussian random processes.  At every time 

instance, X and Y are zero mean, equal variance, independent Gaussian random 

variables.  The envelope of the signal 22 YX  is a random variable with 

Rayleigh distribution [Jak94, ch. 1]. 

Clake showed that the correlation of the signal envelopes from two antennas is 

almost zero if they are separated by half of a carrier wavelength in an environment 

with many reflecting objects [Cla68].  An intuitive understanding of the reasoning 

behind the use of carrier wavelength is from the standing wave pattern in a 

transmission line.  When the line is either open or short terminated, the standing 

wave has sharp nulls every half wavelength.  That is analogous to the significant 

variation in signal strength when a receive antenna moves over this distance. 

One way to combat small scale fading is to have multiple receive antennas.  The 

premise is that if they are all separated on the scale of carrier wavelength, it is unlikely 

to have low signal strength at all antennas simultaneously.  Since the signal 

envelopes are uncorrelated random variables, we can select the antenna with the 

strongest signal strength for later detection.  This technique is known as the selection 

combining (SC) method.  The improvement, known as the diversity gain, is a 

reduction of the variance of the signal-to-noise ratio (SNR) after selection.  In the 

limiting case, the probability density function of the SNR becomes a delta function 

with zero variance, and centers at the local mean of the SNR.  

Another way to combat small scale fading is to apply a weight which is equal to 

the signal-voltage-to-noise-power ratio of each receiving antenna, and coherently 

combine the signals.  This technique is known as the maximum ratio combining 
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(MRC) method.  The SNR after combining is the sum of the SNRs of the receive 

antennas.  The improvement, known as the antenna gain, is a shift of the probability 

density function of the SNR.  In the limiting case, all the radiated power is collected 

at the receive antennas.  In theory, there is no limitation on antenna separation to 

achieve antenna gain as long as noise at each branch is uncorrelated with others.  It is 

possible to achieve both diversity gain and antenna gain if we separate receive 

antennas on the scale of carrier wavelength and perform MRC. 

We have presented the techniques to achieve diversity gain and antenna gain in 

order to combat small scale fading in micro-scale systems.  They are also applicable 

in macro-scale systems in which antennas are widely separated.  An example where 

macro-scale systems achieve diversity gain is the current cellular system.  If a 

portable phone detects signals from multiple base stations (BS), it selects the one with 

the highest strength.  An example where macro-scale systems achieve antenna gain is 

the distributed antenna system.  The signal from a portable phone is detected by a 

few receive antennas simultaneously.  The signals are centrally combined through 

MRC
2
.  It is apparent that the separation on the scale of carrier wavelength is 

satisfied by default in macro-scale systems. 

The discussion above has implicitly assumed a noise-limited environment.  As 

more and more portables demand wireless services, they more likely transmit over the 

same frequency band at the same time and create co-channel interference (CCI).  For 

time division multiple access (TDMA) systems, CCI could be the signals from 

portables in other cells.  For code division multiple access (CDMA) systems, CCI is 

2.  A delay element is assumed at each antenna to bring the signals to synchronism at the moment of 

combining. 



4

an inherent problem since the frequency reuse factor is one in every cell.  CCI has 

become the dominant factor that degrades the system performance rather than noise in 

new wireless systems. 

Multiple antennas can also be used to combat interference in an 

interference-limited environment.  If the BS has one antenna, we cannot spatially 

separate the signal from its CCI.  TDMA systems rely on the assumption that the 

interference is close to the noise floor, and CDMA systems rely on the spreading code.  

However, if the BS has two receive antennas, the superposition of signals from the 

portables at one receive antenna is likely different from the superposition at the other 

receive antenna.  We can exploit this difference to identify the desired signal from 

other interfering signals.  This is achieved through optimum combining (OC) in the 

presence of flat fading [Win84, Win87] or optimum equalization in the presence of 

frequency selective fading [Cla94].  In general M receive antennas can suppress M-1

interferers, and the performance improvement is known as spatial multiplexing 

[Pau03, ch 2]
3
.  We notice it is possible to achieve diversity gain and antenna gain 

simultaneously, but it is impossible to achieve spatial multiplexing with the other two 

simultaneously [Zhe03]. 

Winters in [Win87] states: “The receiver can suppress interfering signals and 

enhance desired signal reception as long as the received desired signal powers and 

phases differ somewhat from the received interfering signal powers and phases at 

3.  It should be noted that spatial multiplexing is different from interference reduction in [Pau03, ch 2]. 

Spatial multiplexing requires perfect channel knowledge at the receiver or the transmitter usually 

gained through training, and is not dependent on the radiation pattern of the antenna array. 

Interference reduction refers to steering the main lobe of the radiation pattern to the desired user 

and nulls to interferers, i.e. beamforming. 
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more than one antenna.”  In essence, the difference in the signal strength and phase 

are the two properties an optimum filter can exploit. Consider the signal strength only.  

The research after Clarke’s theoretic analysis has confirmed uncorrelated fading 

between antennas separated on the scale of carrier wavelength in various channel 

conditions and frequency bands (see [Ert98] and the reference therein).  Also, 

Vaughan and Scott [Vau93] showed that envelope correlations for closely spaced 

monopoles were much lower than predicted in [Cla68] due to the mutual coupling 

between antennas.  Therefore, in most cases, optimum filter could achieve spatial 

multiplexing by exploiting the signal strength without worrying about the difference in 

phase.

This thesis investigates the effect of phase on achieving spatial multiplexing.  

With line-of-sight (LOS) pure delay channels, if we insist on separating antennas on 

the scale of carrier wavelength, the superposition of signals will be almost identical.  

Having multiple antennas is the same as having one, and it is impossible to separate 

signals.  If the separation is very large, the superposition of signals will be different 

due to difference in delays along the paths.  The motivation behind this thesis work is 

to quantify the antenna separation using LOS pure delay channels.  Once this 

problem is understood, more complex channel conditions can be applied, and the 

separation between antennas can be appropriately designed. 

An important publication is by Yanikomeroglu et al. [Yan02]
4
. The authors 

analyzed the effect of interference correlation on antenna gain in a distributed antenna 

CDMA system.  Since noise is uncorrelated, MRC yields an SNR being the sum of 

4.  When we mention the work by Yanikomeroglu et al. throughout this thesis, we refer to [Yan02]. 
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the SNR of all antenna branches. In the presence of multiple portables, the interference 

is correlated given that the antenna separation is on the order of carrier wavelength.  

Therefore, the signal-to-interference-plus-noise ratio (SINR) out of the combiner is no 

longer the sum of the branch SINR.  The authors first calculated the correlation 

coefficient of the interference in a two-portable two-receive antenna scenario.  Next, 

they identified the region in which the presence of a second portable would incur high 

envelope correlation and named it the caution zone.  Then, they proposed the term 

chiplength ([speed of light]/[chip rate]) of the spreading code.  They showed the ratio 

between the length of the square service region to chiplength affects the density of the 

caution zone.  And for a given ratio, the density of the caution zone is again affected 

by the separation of antennas.  This establishes the relation between antenna 

separation and the chiplength. 

Table 1.1.1 summarizes the measuring scales of antenna separation that are 

sufficient to achieve different gains through use of multiple antennas in noise-limited 

and interference-limited environments with many reflecting objects. 

1.2 Thesis Contribution 

A different term signalling length ([speed of light]/[signalling rate]) is proposed in 

this thesis.  And it is apparent that our signalling length corresponds to the chiplength 

for CDMA systems.  The major contribution of this work and the work by 

Yanikomeroglu et al. is the idea of comparing the antenna separation to the signalling 

length, and constraining separation between antennas to at least greater than one 

signalling length in order to combat interference.  However, there are two major 

differences between our work and their work: 
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Noise-limited Interference-limited 

Diversity

gain

(SC)

Antenna

gain

(MRC)

Diversity

gain

(SC)

Antenna

gain

(MRC)

Spatial 

Multiplexing 

(OC)

Micro-scale 

system 

Carrier 

wavelength

Carrier 

wavelength

Carrier 

wavelength
No gain 

Carrier 

wavelength

Macro-scale 

system 

Carrier 

wavelength

Carrier 

wavelength

Carrier 

wavelength

Chip-

length

Carrier 

wavelength

Table 1.1.1 Measuring scales of antenna separation to achieve  

different gains. 
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1. We start with exploring spatial multiplexing from multiple antennas, while 

Yanikomeroglu et al. start with exploring antenna gain.  Therefore, the receiver 

in our work is an optimum equalizer followed by a matched filter, instead of a 

correlator followed by a combiner to perform MRC. 

2. The different structures of the receivers determine the use of different parameters 

to reflect the effect of large antenna separation.  We adopt the mean of the 

condition number of the channel matrix instead of the correlation coefficient of 

the interference. 

1.3 Thesis Structure 

There are four chapters in this thesis.  Chapter 2 establishes the system model.  

Multiple portables each equipped with one antenna are in communication 

simultaneously with multiple antennas connected to one BS.  The equalizer and the 

matched filter are separated in the model in order to match up the channel-equalizer 

pair.  The zero-forcing (ZF) optimization criterion is adopted for the equalizer, and it 

is shown that a ZF equalizer inverts the channel matrix to suppress all interference.  

This paves the way to further justify the use of condition numbers of the channel 

matrix in the next chapter. 

Chapter 3 covers the reasoning to constrain antenna separation to be greater than 

one signalling length.  Since an equalizer inverts the channel matrix, a better channel 

matrix due to large antenna separation suggests an easier to achieve operating point for 

the equalizer.  The mean of the condition number is used to show the good and bad 

channel matrix at different antenna separations.  An analysis using correlated 

interference, similar to the work of Yanikomeroglu et al., but modified to our 
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non-spread system model is also presented.  The potential applications of the concept 

of signalling length in digital wireless communications is subsequently discussed. 

Chapter 4 summarizes the thesis and points out potential research directions. 
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Chapter 2  System Model and Zero-forcing Linear Equalizer 

This chapter presents the reverse link scenario in a multiple portable digital 

communication system and the corresponding system model.  The linear equalizers 

used inside the BS receivers are optimized according to the ZF criterion.  We will 

show that computing these equalizers is equivalent to inverting the baseband channel 

matrix over the Nyquist bandwidth. 

2.1 System Model 

We consider the scenario in which there are multiple portables transmitting 

simultaneously to one central BS.  Each portable is equipped with one antenna, and 

the BS is equipped with multiple antennas.  All antennas are considered omni 

directional. This model also assumes a linear modulation scheme.  Thus, for 

mathematical convenience, we will only deal with the transmission of the equivalent 

baseband signals through baseband channels [Pro95, ch. 4]. 

A block diagram of the major components of the system is shown in Fig.2.1.1; i, j,

are the indices for the N portables and the M BS antennas respectively; di[n] is the 

transmitted data from the i
th

 portable; g(t) is the impulse response of the transmit filter; 

ui(t) is the transmitted signal; hij(t) is the impulse response of the wireless channel 

from the i
th

 portable to the j
th

 receive antenna; sj(t) is the received signal; ][
~

ndi  is the 

output of the i
th

 BS receiver, an estimate of the transmitted data di[n].

2.1.1 Portables 

The portables transmit information encoded in digital form.  In general, a digital  
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modulator can map L binary bits to a symbol and perform modulation, such as 

quadrature amplitude modulation, to increase spectral efficiency.  This requires 

notation in the complex domain.  We use the simplest binary modulation to keep all 

the notation in the real domain.  Without loss of generality, our result is applicable to 

any digital system using complex modulation. 

The transmitted data, di[n], are modeled as independent identically distributed 

equi-probable Bernoulli random variables.  They are real, have zero mean, unit 

variance, and are mutually uncorrelated in time. These are expressed as 

1,1ndi ,  (2.1.1) 

0ndE id , (2.1.2) 

122 ndE id , (2.1.3) 

kkndndEk diidd

2 , (2.1.4) 

where k is an integer to denote a shift in time, and [k] is the Kronecker delta function 

defined as 

1k , where 0k , (2.1.5a) 

 and 0k , otherwise. (2.1.5b) 

They are also mutually uncorrelated across portables 

qindndE dqi

2 , (2.1.6) 

where q is another index for the N portables.  The power spectral density of (2.1.4) is 

2

ddd f . (2.1.7) 

The signalling period Tg is the time lag between two consecutive symbols, and (2.1.7) 

can be regarded as being periodic in f with a period 1/Tg.  Throughout this thesis, a 
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Fourier transform pair will have time-domain and frequency-domain functions 

denoted by the lower-case and the corresponding upper-case letters respectively.  

The signalling length g and the signalling frequency fg are defined respectively as 

gg cT , (2.1.8) 

g

g

c
f , (2.1.9) 

where c is the speed of light.  The term signalling length is newly defined here, and it 

will be shown that it is the key parameter against which the antenna separation should 

be specified. 

The transmit filter g(t) is assumed to be the ideal bandlimiting Nyquist filter 

defined as [Skl01, ch. 3] 

g

g

T

t

T

t

tg

)sin(

, (2.1.10) 

and its frequency-domain expression is 

fG rect
gf

f
= gT , where

gg TT
f

2

1
,

2

1
, (2.1.11a) 

 and fG  = 0, otherwise. (2.1.11b) 

The transmitted signal ui(t) can be expressed as 

n

gii nTtgndtu )( . (2.1.12) 

Its mean value is 
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n

giu nTtgndEt , (2.1.13) 

which is zero due to (2.1.2).  Its autocorrelation function is 

,tuu  = tutuE

 = 
n

gg

k

ii TkntgnTtgkndndE

 = 
n

gg

k

dd TkntgnTtgk . (2.1.14) 

The µu(t) expression given in (2.1.13) shows that ui(t) is periodic in mean with period 

Tg, and the ,tuu expression in (2.1.14) shows that the autocorrelation function of 

ui(t) is periodic in both time t, and delay  with period Tg.  Thus, the transmitted 

signal ui(t) is a cyclostationary process.  The power spectral density of ui(t) would 

have been a function of two variables.  In order to carry out the analysis in the 

frequency domain, the autocorrelation function is averaged in time 

2

2

,
1

g

g

T

T uu

g

uu dtt
T

. (2.1.15) 

The Fourier transform of (2.1.15) gives the time averaged power spectral density of 

ui(t) [Pro95, ch. 4] 

2
2

)( fG
T

f
g

d
uu , where

gg TT
f

2

1
,

2

1
, (2.1.16a) 

 and 0)( fuu , otherwise. (2.1.16b) 

The signals from all portables share the same power spectral density function.  

There will be a desired signal to be extracted at the BS, while other signals are 
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considered as CCI. 

2.1.2 Wireless Channels 

The wireless channel is assumed to be quasi-static during transmission.  Since 

the portables are transmitting simultaneously, the system is limited by interference and 

the effect of noise is omitted [Yan02].  The frequency-domain N × M channel matrix 

becomes 

)(...)(

:)(:

)(...)(

)(

1

111

fHfH

fH

fHfH

fH

NMN

ij

M

, (2.1.17) 

where Hij( f ) corresponds to the channel from the i
th

 portable to the j
th

 receive antenna. 

2.1.3 Base Station Receivers 

The received signal at each antenna is a superposition of signals from all portables.  

It is expressed as 

N

i

ijij thtuts )()()( , (2.1.18) 

where  denotes the convolution operator.  The BS relies on N parallel receivers to 

simultaneously process the received signals and produce estimates of the transmitted 

data.

2.2 Zero-forcing Linear Equalizers 

Each one of the N parallel BS receivers contains a linear equalizer. This section 

establishes that optimizing the linear equalizers according to the ZF criterion is 

equivalent to inverting the baseband channel matrix. 

2.2.1 Linear Equalizers 

The linear equalizer uses spatially separated antennas to suppress CCI and uses 
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temporal filters to process the signals at the antenna branches before the signals are 

combined.  Thus, it is sometimes referred as a space-time processor or a space-time 

linear equalizer [Fal00].  It in essence compensates for the distortion introduced by 

the channel, and restores the property of the desired signal through equalization. 

Fig. 2.2.1 shows the details of BS receivers; rji(t) is the impulse response of the j
th

filter in the i
th

 equalizer; the i
th

 equalizer ri(t) is a M × 1 column vector 

)(

:

)(

:

)(1

tr

tr

tr

Mi

ji

i

;

vi(t) is the combined output after the equalizer; the ideal non-causal filter g(-t) is 

matched to the transmit filter g(t); the output wi(t) is sampled at nTg, and the soft 

estimate ][ˆ ndi  is quantized to yield the hard decision ][
~

ndi .

The transmit filter g(t) and the matched filter g(-t) bandlimit the spectral contents 

of all signals to the Nyquist bandwidth, [-1/2Tg, +1/2Tg].  The question is to find the 

right equalizer filters rji(t), thus the equalizers, so that the estimated ][
~

ndi  is the same 

as the actual transmitted ][ndi .

2.2.2 Zero-forcing Optimization Criterion 

There exist a few optimization criteria according to which the equalizers can be 

found, and the digital system operating with those equalizers will be optimal in the 

sense of that criterion.  The ZF criterion is one of them [Shn67].  It dictates that all 

interference is completely suppressed, and the exact transmitted signal is detected at 

the sampler.  The equalizers optimized according to it generally do not yield the best  
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Figure 2.2.1 BS receiver and the linear equalizer. 
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system performance [Sal93].  This is because an equalizer optimized for a specific 

symbol is not likely to be good for estimating subsequent symbols in the presence of 

random noise. At the time to detect the second symbol, the equalizer may cause 

significant noise enhancement which renders accurate detection.  However, the ZF 

criterion serves the purpose of showing the existence of an effective system operating 

point, and they can be further optimized by other statistical criteria, such as the 

minimimum mean squared error criterion.  We use the ZF criterion because it gives 

an intuitive interpretation of equalization in the frequency domain.  This 

interpretation suggests to evaluate the channel matrix using condition numbers in the 

following chapter. 

Consider the system model shown in Fig. 2.2.2 in which there is only one receive 

antenna.  We want to detect the signal from the first portable, and signals from all 

other portables are regarded as CCI.  The equalized combined channel of the first 

portable to the sampler including the transmit filter, the channel, the equalizer filter, 

and the matched filter, is 

tgtrthtgtp 111111 )( , (2.2.1) 

and the equalized combined co-channels of all other portables are 

tgtrthtgtp ii 1111 )( , where ],2[ Ni . (2.2.2) 

Expressed in the frequency domain, (2.2.1) and (2.2.2) become 

fGfRfHfGfP ii

*

1111 ,

 where ],1[ Ni  and ,f . (2.2.3) 

There are two kinds of interference the ZF linear equalizers need to suppress.  The 
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Figure 2.2.2 System model with one receive antenna. 
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intersymbol interference (ISI) is due to the smearing effect of the channel.  Some  

energy of the transmitted data symbol leaks to the following symbols.  The 

time-domain condition for zero ISI is [Shn67] 

nnTp11 . (2.2.4) 

The time-domain condition for zero CCI which is due to the sharing of the bandwidth 

with other portables is 

01 nTpi , where ],2[ Ni . (2.2.5) 

These time-domain conditions (2.2.4) and (2.2.5) can be expressed together in the 

frequency domain as 

1
1

1 i
T

b
fP

T b g

i

g

, where ],1[ Ni  and ,f . (2.2.6) 

Substituting Pi1( f ) from (2.2.3) into (2.2.6) gives 

1
1 *

111 i
T

b
fG

T

b
fR

T

b
fH

T

b
fG

T b ggg

i

gg

,

 where ],1[ Ni  and ,f . (2.2.7) 

From the conditions of the bandlimiting Nyquist filter g(t) in (2.1.11a) and (2.1.11b), 

(2.2.7) becomes 

1
1

111 i
T

fRfH
g

i ,

 where ],1[ Ni  and 
gg TT

f
2

1
,

2

1
. (2.2.8) 

If there is only one portable with no CCI, (2.2.8) is one equation with one unknown 

R11( f ) and there is likely a solution.  If two portables are transmitting, one desired 
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and one CCI, (2.2.8) becomes two equations with one unknown.  There will not 

likely be a solution.  It is impossible to suppress the CCI.  However, adding another 

receive antenna introduces freedom, R21( f ).  The sum of the two paths going through 

the two receive antennas may satisfy both the zero ISI condition 

gT
fRfHfRfH

1
21121111 , where 

gg TT
f

2

1
,

2

1
, (2.2.9) 

and the zero CCI condition 

021221121 fRfHfRfH , where 
gg TT

f
2

1
,

2

1
. (2.2.10) 

Thus, there are two equations with two unknowns, and (2.2.9) and (2.2.10) will likely 

have a solution.  This small example demonstrates that adding more antennas 

provides the ZF linear equalizer new degrees of freedom to suppress CCI.  In general, 

this can be expressed as 

0

:

:

0

/1

)()( 1

gT

fRfH , where 
gg TT

f
2

1
,

2

1
. (2.2.11) 

If the number of portables is less than or equal to the number of receive antennas, i.e. 

N M, there generally exists at least one solution to (2.2.11). 

We have presented the existence of the ZF linear equalizer to detect the first 

portable.  The BS may have N parallel ZF linear equalizers, one for each portable.  

Identical analysis can be applied to show the existence of the equalizers for other 

portables.  Applying the similar expression of (2.2.11) for other ZF linear equalizers, 
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we get the matrix form representation of the ZF criterion as 

g

g

g

T

T

T

fRfH

/1...0

::

:/1:

::

0.../1

)()( , (2.2.12) 

where R( f ) = [R1( f ) … RN( f )], the M × N matrix of equalizers.  In essence, the ZF 

linear equalizer effectively inverts the baseband channel matrix over [-1/2Tg, +1/2Tg],

and the bank of equalizers optimal in the ZF sense is 

11
fH

T
fR

g

,  (2.2.13) 

where 1 denotes the matrix inverse. 
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Chapter 3  Effect of Signalling Length 

We have shown that the bank of ZF linear equalizers invert the baseband channel 

matrix over the Nyquist bandwidth.  In this chapter, we will use line-of-sight (LOS) 

pure delay channels, and show the reasoning to constrain the separation of the receive 

antennas at the BS on the scale of signalling length.  We will use condition numbers 

to demonstrate the improvement of the channel matrix.  Next, we present the analysis 

of correlated interference similar to the work of Yanikomeroglu et al. but for a 

non-spread system.  In the end, we will discuss the potential applications of signaling 

length in digital wireless communications. 

3.1 Signalling Length in LOS channels 

We concentrate on the case that two portables are in communication with two 

receive antennas, i.e. N = M = 2.  The LOS pure delay scenario is shown in 

Fig. 3.1.1 (a).  The two by two complex baseband channel matrix is 

2221

1211

22

22

)(
fjfj

fjfj

ee

ee
fH , where 

gg TT
f

2

1
,

2

1
, (3.1.1) 

and ij denotes the path delay between the i
th

 portable and the j
th

 receive antenna.  The 

path delays incur a linear phase difference at the first receive antenna, and it is 

ff 21111 2)( . (3.1.2) 

Similarly, at the second receive antenna, it is 

ff 22122 2)( .  (3.1.3) 

The phase differences are linear functions with respect to frequency, and their  
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Figure 3.1.1 Two-portable two-receive-antenna scenarios, 

(a) general case, (b) symmetry with respect to receive antennas, 

(c) symmetry with respect to portables. 
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minimum and maximum values are determined by the minimum and maximum 

frequency.  The ranges of the phase differences are limited by 

)(
2

1
2 12111 ff g , (3.1.4) 

and

)(
2

1
2 22212 ff g

. (3.1.5) 

If 1( f ) and 2( f ) are limited to a small range, the two received signals will be 

very similar.  The maximum meaningful range for the phase differences is [- , + ].  

In order to fully exercise over this range, we have the relations 

gf
2

1
2 2111 , (3.1.6) 

and

gf
2

1
2 2212 . (3.1.7) 

Let lij denote the actual distance between the i
th

 portable and the j
th

 receive antenna.  

Applying the relations ij = lij/c and fg = c/ g to (3.1.6) and (3.1.7), we get 

gll 2111 , (3.1.8) 

and

gll 2212 . (3.1.9) 

The expression in (3.1.8) states that the path lag between the two portables and the 

first receive antenna should be greater than one signalling length, and similiarly the 

expression in (3.1.9) states for the second receive antenna. 

Without the knowledge of the portable locations, it is difficult to proceed.  
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However, if we switch the role of portables and receive antennas, we can rewrite 

(3.1.8) and (3.1.9) as 

gll 1211 , (3.1.10) 

and

gll 2221 . (3.1.11) 

This is justified by the fact that the analysis is only concerned with the delay of the 

channels.  There is no logical difference between portables and receive antennas in 

our model.  The expression in (3.1.10) states that the path lag between the first 

portable to the two receive antennas should be greater than one signalling length, and 

similarly the expression in (3.1.11) states for the second portable. 

The exact values of the path lags (l11- l12) and (l21- l22) are dependent on specific 

portable locations.  Only when the angles of the portables relative to the BS receive 

antenna axis are around 0º do the path length differences approach the separation 

between receive antennas, .  In general, they are limited within 

1211 ll , (3.1.12) 

and

2221 ll . (3.1.13) 

The receive antenna separation greater than the signalling length gives the freedom to 

some locations where the phase difference can fully exercise over [- , + ].  This 

constraint is expressed as 

g . (3.1.14) 

This is our basic result. 
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Hudson uses an expression similar to (3.1.14) to define wideband antenna arrays 

as those whose apertures are greater than the ratio [speed of light]/[signal bandwidth], 

which is the same as signalling length or chiplength [Hud81, ch. 2].  However, we 

are considering the separation between multiple omni directional antennas rather than 

antenna arrays for beamforming. 

3.2 Additional Constraints 

In addition to giving freedom to the phase differences, we also need to ensure that 

the slopes of the linear phase differences, 2 ( 11- 21) and 2 ( 12- 22) in (3.1.2) and 

(3.1.3), are not the same.  If these slopes are identical, the phase differences of the 

two portables will be identical over the entire frequency range, and there is no 

difference we can exploit to achieve spatial multiplexing.  Fig. 3.2.1 illustrates the 

phase differences with similar and different slopes.  In addition, there are three 

pathological situations in which we get identical slopes: 1) when the portables are very 

close to each other, 2) when the portables are in symmetric locations with respect to 

the receive antennas as shown in Fig. 3.1.1 (b), and 3) when the receive antennas are 

in symmetric locations with respect to the portables as shown in Fig. 3.1.1 (c). 

The constraint in (3.1.14) should also be applicable to the portables.  In 

subsequent simulations, we assume the portables are randomly distributed over a 

circular region.  The performance is averaged over different combinations of portable 

locations.  Thus, the constraint in (3.1.14) is usually satisfied for the portables, and it 

is unlikely to get into these pathological cases. 
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Figure 3.2.1 Linear phase difference versus the normalized frequency, 

(a) similar slopes, (b) disparate slopes. 
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3.3 Evaluation Using Condition Numbers 

The condition number of the channel matrix can be quickly obtained to show 

either the matrix is good or bad.  Its value is consistent with the intuition: when the 

BS antennas are far apart, the superposition of signals are different and the condition 

number is samll; when the antennas are close, the superposition of signals at the 

antenna is close and the condition number is big.  Therefore, we strive for smaller 

condition numbers in order to achieve spatial multiplexing.  There is no direct 

connection between the condition number and the actual performance of the equalizers.  

However, the channel matrix has captured all the different delay terms and they are the 

cause of the separable signals.  It is expected that any equalizer would benefit from 

large antenna separation. 

The condition number of a linear system is defined as 

1
fHfH , (3.3.1) 

where  denotes the matrix norm.  The 2-norm condition number of H( f ) can be 

found from the ratio between the largest and the smallest eigenvalue of )()( fHfH H ,

where H is the Hermitian operator.  For the two-portables two-receive-antenna case, 

we have 

2

2
)()(

21222212

22211211

22

22

fjfj

fjfj

H

ee

ee
fHfH . (3.3.2) 

After straightforward algebraic manipulation, we obtain 

21221211

212212112

cos1

cos1

f

f
. (3.3.3) 



30

Therefore, we have 

1 when 0cos 21221211f ,  (3.3.4a) 

 and when 1cos 21221211f . (3.3.4b) 

The condition number is a function of difference in delays and frequency.  The first 

simulation scenario, as described in Fig. 3.1.1(a), investigates the relation between the 

condition number and two portable locations.  The frequency is fixed at 1/2Tg.  The 

two receive antennas are symmetrically located at the centre of a circular region with a 

radius of 100 g.  The reason behind this is that the radius should be at least greater 

than twice the separation between receive antennas to avoid limiting the portables to a 

constrained region.  Further increasing the radius is of no concern.  It is the 

difference in delays that matters, but not the actual distance.  Fig. 3.3.1 to Fig. 3.3.6 

show the log of the condition numbers
5
 against the portable locations specified by 

angles 1 and 2 and different BS antenna separation on the scale of signalling length. 

The large values along the two diagonals of all these figures correspond to the 

pathological situations of (1) and (2) as described in Section 3.2, and their intersection 

corresponds to case (3).  The value of the condition numbers away from the 

pathological regions decreases as the antenna separation increases to one signalling 

length, as in Fig. 3.3.1 to Figure 3.3.4.  When the separation is equal to one 

signalling length in Fig. 3.3.4, there are four peaks appearing at [0, ], [  , 0], [ , 2 ],

and [2 , ].  This can be explained by observing the equivalence of the condition 

(3.3.4b) under which the condition numbers approach infinity  

                                                
5.  Putting the condition numbers in logarithmic scale avoids astronomical values. 
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21221211f  = x  (3.3.5) 
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where x is an integer.  This can be further expressed as 

gg llll //
2

21221211  = x , where 
gT

f
2

1
. (3.3.6) 

When the portables are at those four locations, we have the relations |l11-l12| = g and 

|l22-l21| = g. which can be shown to satisfy (3.3.6).  Therefore, the condition numbers 

approach infinity.  As the antenna separation further increases as in Fig. 3.3.5 and 

Fig. 3.3.6, there are more combinations of locations along the circle to satisfy (3.3.6).  

We observe the peaks spread out to form a half ring, and new peaks are formed at the 

four locations whenever the separation exceeds an integer multiple of a signalling 

length. These peaks correspond to bad condition numbers at a particular combination 

of portable locations and at a particular frequency.  They will be of less significance 

if the equalizers are optimized according to other statistical criteria, such as the 

minimum mean squared error. 

 The second simulation scenario is to fix the two portable locations on the circle.  

Fig. 3.3.7 shows a set of plots of the log of the condition numbers against the 

frequency normalized with respect to 1/Tg at different antenna separations.  

Condition number is an even function with respect to frequency.  We can see an 

increase in the antenna separation from 0.005 g to g significantly shifts the overall 

condition numbers downward, while there is marginal improvement as the separation 

increases to 3 g.  In addition, there are also peaks at certain frequencies and they 

appear more often as the separation goes beyond one signalling length.  They  
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correspond to the occasions that (3.3.6) is satisfied.  The peaks at the center 

correspond to the case when frequency is zero. 

 The condition number is a function of both portable locations and frequency.  

Fig. 3.3.1 to Fig. 3.3.7 have indicated the improvement in condition numbers due to 

antenna separation by the signalling length.  However, it is difficult to directly 

visualize its impact, particularly with the presence of occasional peaks when the 

separation exceeds one signalling length.  Therefore, we turn to statistical averaging 

to eliminate these sporadic behaviors and isolate the effect of antenna separation only.  

The portable locations are kept the same as in the second simulation.  We take the 

values of the log of the condition numbers of 100 equispaced points over 

[-1/2Tg, +1/2Tg] to generate one histogram in Fig. 3.3.8 and compute the mean.  

Fig. 3.3.8 shows a set of the histograms and the mean values at different antenna 

separations.  The density of the histogram shifts towards smaller condition numbers 

as antenna separation increases.  Therefore, the mean of the log of the condition 

numbers at each antenna separation is a good figure of merit to show the channel 

improvement. 

In the third simulation, the portables are uniformly distributed on a circle of radius 

200 g.  A thousand sets of locations are collected.  The mean of the log of the 

condition numbers is calculated over the normalized frequency for each set of portable 

locations.  Then the average of the 1000 means is calculated and plotted for a 

particular antenna separation.  Fig. 3.3.9 shows the effect of antenna separation on 

the average of the mean of the log of condition numbers.  We observe a steep decline 

in the condition number from fractions of one signalling length to one signalling
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Figure 3.3.9 Mean of the log of condition numbers averaged 

over 1000 sets of portable locations versus .
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length.  This confirms our intuition that, the separation on the scale of carrier 

wavelength incurs difficulty to identify signals in LOS pure-delay channels.  It is 

more appropriate to separate antennas on the scale of signalling length in order to get a 

channel matrix with lower sensitivity to errors.  In addition, Fig. 3.3.9 shows a 

diminishing return as the antenna separation increases further beyond a few signalling 

length.  In those cases, the two linear phase differences will be wrapped around 

several times for most portable locations due the cyclic behavior over [- , + ], and 

appear uncorrelated at each frequency.  Simulation of the three-portable-three-receive 

antenna scenario also confirms this trend. 

3.4 Analysis of Interference Correlation 

This section presents the analysis of correlated interference similar to the work of 

Yanikomeroglu et al. but for non-spread systems.  Their analysis concentrates on the 

signals while our analysis concentrates on the channel matrix.  The receiver structure 

is shown in Fig. 3.4.1 in which a chip level correlator is replaced by a symbol-oriented 

ideal non-causal matched filter.  The difference between this receiver and the one in 

Fig. 2.2.1 is that the receive filters are pure delays 11t  and 12t , to 

synchronize the desired signal to the same time instance in order to maximize the 

signal power.  Together with the weights, this receiver performs MRC rather than 

equalization as considered in our case.  We may interpret the combination of the 

delays and the weights as “filters”.  But they are simpler in contrast with the filters 

obtained by inverting (3.1.1) 

12211122

22

22

2

11 fjfj

fj

ee

e
fR , (3.4.1a) 
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and

12211122

21

22

2

21 fjfj

fj

ee

e
fR . (3.4.1b) 

The performance of this receiver is expected to be worse than the one considered in  

our case.  

Let us assume the portables are transmitting at the same time.  The received 

signals at the two branches are 

2121111 tututs , (3.4.2a) 

2221212 tututs . (3.4.2b) 

The outputs after the pure delay filters become 

ITtututc 211 , where 2111IT , (3.4.3a) 

IITtututc 212 , where 2212IIT . (3.4.3b) 

The first terms in (3.4.3) are the signal and the second terms in (3.4.3) are the 

interference.  Assume the transmitted signals are square waveforms, then the  

matched filter becomes  

 1)(tg , where Tt ,0 , (3.4.4a) 

 0)(tg , otherwise. (3.4.4b) 

After the matched filter, the interference Z1 of the first branch becomes 

1Z  = 
g

I

I T

T

T

dtndtgdtndtg 22
0

1 , 

 = ndTTndT IgI 22 1 , where TI [0, Tg]. (3.4.5a) 

For other time intervals of TI, we have 

1Z  = 122 22 ndTTndTT IgI , where TI [Tg, 2Tg], (3.4.5b) 
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1Z  = 122 ndTndTT II , where TI [-Tg, 0], (3.4.5c) 

1Z  = 212 22 ndTTndTT IgI , where TI [-2Tg, -Tg]. (3.4.5d) 

The interference Z2 of the second branch after the matched filter has the same 

expression as in (3.4.5).  The interference Z1 and Z2 are regarded as random variables, 

and they have zero mean.  Since the binary data are uncorrelated due to time shift 

(2.1.4), the variance of Z1 is 

2

1ZE  =
22

2 IggI TTTT , where TI [Tg, 2Tg], (3.4.6a) 

2

1ZE  =
22

IgI TTT , where TI [0, Tg], (3.4.6b) 

2

1ZE  =
22

IgI TTT , where TI [-Tg, 0],  (3.4.6c) 

2

1ZE  =
22

2 IgI TTTT , where TI [-2Tg, -Tg]. (3.4.6d) 

And the variance of Z2 of the second branch has the same expression as in (3.4.6) over 

different intervals of TII.  We are interested in the correlation of Z1 and Z2.  If they 

are completely correlated, combining after the unity weights enhances both the signal 

and the interference.  Their correlation 21ZZE over different combinations of the 

time intervals of TI and TII is listed in Table 3.4.1, and the correlation coefficient is

shown in Fig. 3.4.2.  We can see from Fig. 3.4.2, for TI [nTg, (n + 1)Tg],

0 , where TII [(n - 1)Tg, (n + 2)Tg], (3.4.7a) 

0 , otherwise. (3.4.7b) 

TI and TII are dependent on the specific location of the portables.  Given the location 

of the first portable, we can find the region of the second portable in which the  
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Table 3.4.1 Interference correlation over different time intervals of TI and TII.
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interference correlation is high. 

The region is named the caution zone by Yanikomeroglu et al..  The authors have 

showed the caution zone is bounded by two hyperbolas in the two portable two receive 

antenna scenario, and it gets narrower as the separation between antennas increase.  

Therefore, they conclude “to minimize the caution zone (and the effects of the 

correlated interference), antenna elements must be placed as far apart as possible.”  

However, our simulation has pointed out that there is diminishing return once the 

separation is beyond a few signalling length. 

3.5 Applications of Signalling Length 

The constraints on signalling length are applicable to digital wireless 

communication systems which use multiple antennas to combat CCI.  In those 

systems which operate in environment with long coherent distances
6
, the signal 

envelopes at the receive antennas would be highly correlated, and the effect due to 

antenna separation should be prominent. 

3.5.1 Local Multipoint Communication Systems 

The Local Multipoint Communication System (LMCS) is a fixed broadband 

TDMA wireless system providing services such as wireless cable TV, video telephony, 

video conferencing, and video-on-demand to homes [Sta96].  Its operating frequency 

is around 28 GHz with a typical reverse link bit rate of 2 to 10 Mbps.  These 

correspond to 0.0107 m in carrier wavelength and 30 to 150 m in signalling length.  

The field measurements for LMCS by Roy et al. report very high correlation with 

antenna separation around 100 c, and even as large as 1000 c (corresponds to 

                                                
6.  Coherence distance is defined as the distance over which the correlation coefficient of signal 

envelopes at two separated antennas is above a certain value, e.g. 0.5. 
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approximately 10 m and 1/3 g) in which cases, the angle of the transmit antenna is 

about 0º relative to the linearly located receive antennas [Roy00, ch. 3].  The author 

considered one desired transmitted signal with another interfering signal, and used his 

channel model devised for LMCS in the simulation.  He used four linearly spaced 

receive antennas followed by a linear equalizer.  The bit-error-rate (BER) plot 

[Roy00, ch. 5] averaged over random transmitter locations shows improvement with 

separation from 1 c to 100 c (corresponds to approximately 1 m and 1/30 g).  The 

factor, 1/30, with respect to the signalling length is minute, but the separation has 

contributed to this improvement.  

3.5.2 Very Wide Band Systems 

In addition to searching for an appropriate environment, we can also identify 

applications having very high signalling rates and very short signalling length.  The 

reasoning is as follows.  Assume an environment full of reflecting objects.  For 

narrowband signals that have the relation fc >> fg, each element in the two by two 

channel matrix is a complex Gaussian random variable.  Even without the difference 

in delays, the randomness of these elements allows an easy separation of signals from 

interference.  Therefore, separation on signalling length is not meaningful.  For 

wideband signals with a lower frequency, f1, and an upper frequency, f2, and the 

relation f2 > f1 > fg, the story is similar.  Each element of the channel matrix becomes 

a function of frequency.  Due to the assumption of rich reflections, we can apply the 

idea of uncorrelated fading on the carrier frequency to the lower and upper frequencies.  

At each of these frequencies, the matrix elements are random.  The separation on the 

lower wavelength 1 is sufficient to ensure the matrix elements are random for all 
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other frequencies above.  Since we have the relation 2 < 1 < g, separation on 

signalling length is still not necessary. 

The scenario changes when signals are very wide band and the frequency relation 

becomes f2 > fg > f1.  We may still separate on 1 for uncorrelated fading for all 

frequencies.  However, we would already have the effect of different delays due to 

the relation 1 > g.  Separation on the signalling length incurs uncorrelated fading for 

the range [fg, f2], and incurs disparate phase for the range [f1, fg].  Together, we can 

separate the signal from interference without heeding 1.  The power spectrum 

density of the signals in these three different scenarios are illustrated in Fig. 3.5.1.  

The Ultra Wideband (UWB) systems may satisfy the relation f2 > fg > f1.  In 2002, the 

Federal Communications Commission (FCC) allocated a wide spectrum from 3.1 to 

10.6 GHz for it [FCC02].  This corresponds to a signalling length being a fraction of 

a meter.  UWB systems generally use spreading codes to differentiate users since the 

chip rate can be very high.  However, if multiple antennas are used to combat 

interference, the separation will be on the scale of signalling length or chiplength.  In 

addition, it is mentioned in [Hud81, ch.2] that sonar arrays are wideband and their 

aperture is comparable to the signalling length.  Our results may also be applicable 

here.
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Figure 3.5.1 Power spectrum density of signals with different bandwidth, 

(a) narrowband, fc >> fg and c << g, (b) wideband, f2 > f1 > fg and 2 < 1 < g,

(c) very wide band, f2 > fg > f1 and 2 < g < 1.
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Chapter 4  Summary and Future Work

4.1 Summary 

This thesis presents the reasoning of a newly defined parameter signalling length, 

which is used as a measure of the separation between antennas.  The analysis is from 

the perspective of exploiting spatial multiplexing from multiple antennas in LOS 

pure-delay environment. This requires our non-spread system model to include 

equalizers.  

We showed the existence of linear equalizers optimized to the ZF criterion and 

they are the inverse of the channel matrix.  Then, we looked at how the delays affect 

the row dependencies of the channel matrix and reasoned that the speration between 

BS antennas should be at least greater than a signalling length in order to achieve 

diverse phase relationships.  Next, we used condition numbers to indicate the good 

and the bad channel matrix.  However, the analysis in the frequency domain showed 

occasional astronomical values in the condition numbers.  To cope with that, we used 

the mean of the condition numbers to reflect the effect of different antenna separations.  

Simulations have confirmed our reasoning to separate on the scale of signalling length.  

Even though we have assumed ideal channel conditions, two digital wireless radio 

systems are discussed in which the antenna separation should be measured on the scale 

of signalling length.  The key characteristics are long coherent distance in channels, 

and very wide bandwidth in the signals.  The second characteristic naturally leads to 

spread spectrum systems. 
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4.2 Future Work 

Neither the correlation of interference in [Yan02] nor the mean of condition 

numbers in our analysis is the true measure of the equalizer performance. However, 

they directly reflect the effect of antenna separations on the scale of a signaling length, 

and they lead to analytical expressions as shown in Table 3.4.1 and (3.3.3).  It is 

expected that they vary proportionally with respect to the true performance.  

However, this can only be confirmed through simulations to get the BER plots.  Also, 

Yanikomeroglu et al. claims that the antenna elements must be placed as far apart as 

possible, while we observed diminishing return once the separation is beyond a few 

signalling length.  This disparity can also be answered from these BER plots.  

The presented results are drawn from the two-portable two-receive-antenna 

scenario.  Only one dimension, the distance between two antennas is investigated.  

The next step is to look at systems with multiple antennas, and identify their proper 

geometric layout from the perspective of achieving spatial multiplexing through 

different phase.  This will be different from other optimizing criteria on antenna 

arrays such as maximizing diversity gain [Lia95], isotropic direction of arrival 

estimation [Bay03].  Future work in this direction, as pointed out by Yanikomeroglu 

et al., may lead to the creation of a “spatial sampling theorem” which can answer the 

question “how often should a wireless signal be collected?” 

Nothing would be more exciting than being able to build a physical system to 

show effect of the signalling length.  Since the UWB technology promises large 

bandwidth and short signalling length, the implication of signalling length in UWB 

multi-antenna systems can be a research direction.  However, care must be exercised 
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over its current specification, such as modulation techniques and emission power 

[Por03] [Qiu05]. 
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